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Abstract
In prior work, a CMT protocol using SCTP multihoming (termed SCTP-based CMT) was proposed and investigated for improving application throughput. SCTP-based CMT was studied in (bottleneck-independent) wired networking scenarios with ns-2 simulations. This paper studies the TCP-friendliness of CMT in the Internet. In this paper, we surveyed historical developments of the TCP-friendliness concept and argued that the original TCP-friendliness doctrine should be extended to incorporate multihoming and SCTP-based CMT.

Since CMT is based on (single-homed) SCTP, we first investigated TCP-friendliness of single-homed SCTP. We discovered that although SCTP’s congestion control mechanisms were intended to be “similar” to TCP’s, being a newer protocol, SCTP specification has some of the proposed TCP enhancements already incorporated which results in SCTP performing better than TCP. Therefore, SCTP obtains larger share of the bandwidth when competing with a TCP flavor that does not have similar enhancements. We concluded that SCTP is TCP-friendly, but achieves higher throughput than TCP, due to SCTP’s better loss recovery mechanisms just as TCP-SACK and TCP-Reno perform better than TCP-Tahoe.

We then investigated the TCP-friendliness of CMT. Via QualNet simulations, we found out that one two-homed CMT association has similar or worse performance (for smaller number of competing TCP flows) than the aggregated performance of two independent, single-homed SCTP associations while sharing the link with other TCP connections, for the reason that a CMT flow creates a burstier data traffic than independent SCTP flows. When compared to the aggregated performance of two-independent TCP connections, one two-homed CMT obtains a higher share of the tight link bandwidth because of better loss recovery mechanisms in CMT. In addition, sharing of ACK information makes CMT more resilient to losses. Although CMT obtains higher throughput than two independent TCP flows, CMT’s AIMD-based congestion control mechanism allows other TCP flows to co-exist in the network. Therefore, we concluded that CMT is TCP-friendly, similar to two TCP-Reno flows are TCP-friendly when compared to two TCP-Tahoe flows.

1. Introduction

A host is multihomed if the host has multiple network addresses [1]. We are seeing more multihomed hosts connected to the networks and the Internet. For instance, PCs with one Ethernet card and one wireless card, and cell phones with dual Wi-Fi and 3G interfaces are already com-
common realities. Nodes with multiple radios and radios operating over multiple channels are being deployed [2,3]. In addition, Wi-Fi wireless interface cards are now so inexpensive that nodes with multiple Wi-Fi cards and wireless mesh networks (or testbeds) with multiple radios are practical [4,5].

A transport protocol supports multihoming if it allows multihomed hosts at the end (s) of a single transport layer connection. That is, a multihome-capable transport protocol allows a set of network addresses, instead of a single network address, at the connection end points. When each network address is bound to a different network interface card connected to a different physical network, multiple physical communication paths become available between a source host and a destination host (Fig. 1).

A multihome-capable transport protocol can accommodate multiple paths between a source host and a destination host within a single transport connection. Therefore, technically, a multihomed transport protocol allows simultaneous transfer of application data through different paths from a source host to a destination host, a scheme termed Concurrent Multipath Transfer (CMT). Network applications can benefit from CMT in many ways such as fault-tolerance, bandwidth aggregation, and increased application throughput.

The current transport layer workhorses of the Internet, TCP and UDP, do not support multihoming. However, the Stream Control Transmission Protocol (SCTP) [6,7] has built-in multihoming support. Since SCTP supports multihoming natively, SCTP has the capability to realize CMT for the network applications. In this paper, we study TCP-friendliness of SCTP-CMT in the Internet.

TCP is the de facto reliable transport protocol used in the Internet. Following the infamous Internet congestion collapse in 1986, several congestion control algorithms were incorporated into TCP to protect the stability and health of the Internet [8]. As a direct response to widespread use of non-TCP transport protocols, the concept of TCP-friendliness emerged [9]. Briefly, TCP-friendliness states that the sending rate of a non-TCP flow should be approximately the same as that of a TCP flow under the same conditions (RTT and packet loss rate) [10]. In addition, a non-TCP transport protocol should implement some form of congestion control to prevent congestion collapse. Since the 1990s, new developments, such as multihoming and CMT, challenge this traditional definition of TCP-friendliness which was originally introduced for single-path end-to-end connections. For instance, recently, there is substantial activity in the Internet Engineering Task Force (IETF) and the Internet Research Task Force (IRTF) mailing lists (such as tmrg, tsvwg, iccrg, and end2end-interest) discussing the definition of TCP-friendliness and other related issues (such as compliance with TCP-friendly congestion control algorithms, what can cause congestion collapse in the Internet, Internet-friendly vs. TCP-friendly algorithms, fairness of "flow rate fairness").

In this paper, we survey the historical development of TCP-friendliness and argue that the existing definition should be extended to incorporate SCTP CMT and multihoming. Since SCTP CMT is based on (single-homed) SCTP, we first investigate TCP-friendliness of single-homed SCTP. We then study TCP-friendliness of SCTP CMT according to the traditional definition of TCP-friendliness [9] using QualNet [12] simulations. Note that we developed SCTP and SCTP-based CMT simulation modules in QualNet [13]. We also verified the correctness of our SCTP QualNet module against SCTP ns-2 module [14] before we ran our simulations (see [15] for details).

This paper is organized as follows. Section 2 presents a primer on SCTP and CMT. Section 3 presents the historical development and the formal definition of TCP-friendliness. Section 4 elaborates on the TCP-friendliness of single-homed SCTP. Section 5 evaluates the TCP-friendliness of CMT. Section 6 concludes this paper with summary of our results and future work.

2. Primer on SCTP and CMT

SCTP was originally designed to transport telephony signaling messages over IP networks. Later on the IETF reached consensus that SCTP was useful as a general purpose, reliable transport protocol for the Internet. SCTP provides services similar to TCP's (such as connection-oriented reliable data transfer, ordered data delivery, window-based and TCP-friendly congestion control, flow control) and UDP's (such as unordered data delivery, message-oriented). In addition, SCTP provides other services neither TCP nor UDP offers (such as multihoming, multistreaming, protection against SYN flooding attacks) [16]. In the SCTP jargon, a transport layer connection is called an association. Each SCTP packet, or SCTP protocol data unit (SCTP-PDU), contains an SCTP common header and multiple data or control chunks.

2.1. SCTP multihoming

One of the innovative features of SCTP is its support of multihoming where an association can be established between a set of local and a set of remote IP addresses as opposed to a single local and a single remote IP address as in a TCP connection. In an SCTP association, each SCTP endpoint chooses a single port. Although multiple IP addresses are possible to reach one SCTP endpoint, only one of the IP addresses is specified as the primary IP address to transmit data to the destination endpoint.

1 Note that, although SCTP has “similar” congestion control mechanisms as TCP, subtle differences exist between (single-homed) SCTP and TCP.
The reachability of the multiple destination addresses are monitored by SCTP with periodic heartbeat control chunks sent to the destination IP addresses. The application data is sent only to the primary destination address of an SCTP endpoint. However, if the primary address of an SCTP endpoint fails, one of the alternate destination addresses is chosen to transmit the data dynamically, a process termed SCTP failover.

In Fig. 1, both Host A and Host B have two network interfaces, each interface has one single IP address A1, A2 and B1, B2, respectively. Each interface is connected to a separate (i.e., physically disjoint) network (Network1 and Network2). Therefore, two end-to-end paths exist between Host A and Host B (A1 to B1 and A2 to B2). One SCTP association accommodates all of the IP addresses of each host and multiple paths between the hosts as follows: ([A1 : portA], [B1 : portB]). Note that, two different TCP connections are needed to accommodate all the IP addresses and the two paths in the same figure, namely ([A1 : portA1], [B1 : portB1]) and ([A2 : portA2], [B2 : portB2]).

2.2. Concurrent Multipath Transfer (CMT)

Although the standard SCTP [6] supports multiple IP addresses to reach a destination host, only one of the IP addresses, named the primary IP address, is used as a destination at any time, to originally transmit application data to a destination host. The IP addresses other than the primary IP address are only used for retransmitting data during failover for the purpose of fault tolerance. Therefore, in reality, the standard SCTP does not fully utilize its potential to facilitate CMT for applications. Research efforts on the concurrent use of the multiple paths within an SCTP association continue [17–22]. The SCTP-based CMT\(^2\) proposed by Iyengar et al. [19,23] is the first SCTP research effort aiming to increase application throughput through concurrency.

Because paths may have different end-to-end delays, naively\(^3\) transmitting data to multiple destination addresses (over different paths) within an SCTP association will often result in out-of-order arrivals at a multihomed SCTP receiver. Out-of-order arrivals have negative effects on SCTP throughput due to spurious fast retransmissions, and prevent congestion window growth even when ACKs continue arriving at the sender. CMT [23] proposed algorithms namely Split Fast Retransmit (SFR), Cwnd Update for CMT (CUC), and Delayed ACK for CMT (DAC) to mitigate the effects of reordering at the receiver.

The availability of multiple destination addresses in an SCTP association allows an SCTP sender to select one destination address for the retransmissions. However, in standard SCTP since only the primary destination address is used to send new data, there is no sufficient information about the condition of all other paths. On the other hand, since CMT simultaneously uses all the paths, a CMT sender maintains accurate information regarding the condition of all the paths. Therefore, a CMT sender can better select a path to send retransmissions. CMT proposed and evaluated several retransmission policies. RTX-CWND is one of the proposed policies and sends a retransmission to the active destination address with the highest cwnd value. In this paper, we used RTX-CWND as the retransmission policy of CMT in our simulation studies.

3. TCP-friendliness: background and definition

In a computer network, congestion occurs when the demand (load or traffic the data sources pump into the network) is close to or larger than the network capacity. As a result of congestion, (i) the network throughput, in terms of what the traffic sinks receive, decreases even though the load in the network increases, (ii) the packet delay in the network increases (as the router queues become longer), and (iii) packet loss increases (since router queues become full and start dropping packets). When no action is taken to prevent or reduce congestion, the network can be pushed into a state called congestion collapse, where little or no useful end-to-end communication occurs.

Congestion collapse was first defined and described as a possible threat for TCP/IP-based networks by Nagle in 1984 [24]. The first congestion collapse of the Internet was observed in 1986 when data throughput between Lawrence Berkeley Lab to UC Berkeley significantly dropped to pathetic levels [8]. The original TCP specification [25] only included a flow control mechanism to prevent a transport sender from overflowing a transport receiver. TCP did not have any mechanism to reduce the (total traffic) load in the network, when network is yielding signs of congestion. In 1988, V. Jacobson et al. proposed several algorithms (including slow start and congestion avoidance) based on the conservation of packets principle and AIMD (Additive Increase, Multiplicative Decrease) mechanisms to address the TCP flaws to prevent congestion collapse [8].

The conservation of packets principle states that “once the system is in equilibrium (i.e., running stably with full data transit rate), a new packet will not be put into the network unless an old packet leaves the network” [8]. Jacobson used ACK clocking to estimate if an old packet has left the network so that a new packet can be put into the network. TCP’s slow start algorithm helps TCP come to an equilibrium point (i.e., starting the ACK clocking) quickly by increasing the sending rate of the data source by MSS per received T-ACK.\(^4\) Once the system is in equilibrium, the congestion avoidance algorithm takes over. During congestion avoidance, if there is no sign of congestion (i.e., no packet losses), a TCP source increases its sending rate by (1 x MSS/cwnd) per received ACK\(^5\) (what is called additive increase). When there is a sign of congestion though, the TCP source reduces its sending rate to half of the previous sending rate (what is called multiplicative decrease). In their seminal paper [26], Chiu and Jain explain that if all the traffic sources in the network obey the AIMD principle, the net-

\(^2\) From now on, any mention of CMT, SCTP-based CMT, or SCTP CMT refers to the CMT proposed in [19,23].

\(^3\) That is, simply using the standard SCTP without any modifications.

\(^4\) That is during slow-start, TCP doubles its sending rate per RTT. Therefore, in contrast to its name, during slow start TCP’s congestion window opens up exponentially.

\(^5\) Note that during the congestion avoidance phase, TCP congestion window is incremented a total of 1 MSS per RTT, i.e., a linear increase.
The TCP-friendliness doctrine [10] states that a non-TCP flow should not consume more resources (bandwidth) than what a conforming TCP flow would consume under the same conditions (segment size, loss, and RTT). In addition, a non-TCP transport protocol should implement some form of congestion control to prevent congestion collapse.

In 1997, Floyd and Mahdavi introduced the TCP-friendly equation [9] (Eq. (1)) which roughly calculates the bandwidth consumed by a TCP flow (conforming with the TCP congestion control algorithms). In 1998, Padhye et al. extended this equation to include timeout events [31].

\[
\text{bandwidth consumed} = \frac{1.22 \times \text{MSS}}{\text{RTT} \times \sqrt{\text{loss}}} \tag{1}
\]

4. TCP-friendliness of single-homed SCTP

This section investigates TCP-friendliness of single-homed SCTP via QualNet simulations. Subsection 4.1 emphasizes our contributions and motivation to study TCP-friendliness of single-homed SCTP. Subsection 4.2 elaborates the differences between the protocol specifications of TCP and SCTP as well as the conformance of QualNet TCP and SCTP simulation models with respect to the protocol specifications. Subsections 4.3 and 4.4 describe our experimental framework and results and analysis, respectively.

4.1. Motivation and contributions

This section investigates TCP-friendliness of single-homed SCTP. The experiments conducted considers the basic case where only one competing pair of TCP and single-homed SCTP flows exist in the network. As mentioned earlier, one of our main goals in this paper is to investigate “TCP-friendliness” of SCTP CMT [19,23]. Since CMT is based on single-homed SCTP, we believe that the first step in understanding TCP-friendliness of CMT is to understand TCP-friendliness of single-homed SCTP. Therefore, the results in this section serve as the first step of the experimental framework in Subsection 5.1. In addition, there exists little research about SCTP vs. TCP in the context of TCP-friendliness. This work also intends to bridge this gap. Furthermore, the comparison work in this section can also be considered as a model for the question of “how to compare two transport protocols (especially from a congestion control perspective)?”. In this section, we consider a topology where a single tight link [32] is shared by the flows in the network.

4.2. SCTP vs. TCP mechanics

SCTP’s congestion control algorithms are designed to be “similar” to TCP’s. However, there are subtle differences between the two that can make one transport protocol behave more aggressively than the other under certain circumstances. A few reports provide the similarity and the differences between SCTP and TCP mechanisms [16,33–35]. In this section, we highlight some of such subtle differences between single-homed SCTP (based on RFC 4960 [6]) and TCP flavors (based on RFCs 2581 [27], 2582 [28], and 2018 [36]) that we believe are directly related to the discussion of TCP-friendliness.

4.2.1. Comparing transport protocol overheads

- **Transport PDU headers**– A TCP-PDU has 20 bytes of a header (without any options), whereas, an SCTP-PDU has 12 bytes of common header plus (data and/or control) chunk headers. For example, an SCTP data chunk header has 16 bytes. If an SCTP-PDU carries a single data chunk, the total header size will be 28 bytes, which is 40% larger than the header of TCP-PDU (without any options).
- **Message-based vs. byte-based transmission**– For SCTP, a chunk is the basic unit of transmission. SCTP sender wraps each A-PDU in one chunk. SCTP receiver delivers each received A-PDU in the same way to the receiving application.

---

6 Note that RFC 2582 is obsoleted by RFC 3782 [29] in 2004.
7 Note that [30] defined another term called TCP-compatible flow. However, based on the definition given in the document, TCP-compatible flow is the same as what was earlier defined as TCP-friendly in [9].
application. That is, SCTP preserves message (A-PDU) boundaries between sender and receiver. In contrast, TCP does byte-based transmission. A TCP sender does not maintain message (A-PDU) boundaries, and for example can concatenate the end portion of one A-PDU with the beginning portion of another A-PDU as the bytes fit into one single TCP-segment (TCP-PDU) during transmission. In the same way, a TCP receiver delivers some or all of an A-PDU to the receiving application, with one system call.

The impact of message-based vs. byte-based transmission on the relative performance of SCTP vs. TCP is that, as A-PDU size decreases, the overhead of SCTP per A-PDU will increase compared to TCP. However, for the simulations in this section, we try to make the SCTP and TCP to be as similar as possible for the sake of TCP-friendliness discussion. Therefore, we do not consider the impact of A-PDU size.11

- **Transport protocol ACKs—SACK**12 is a built-in feature in SCTP while TCP needs to use SACK option [36]. SCTP defines a special SACK chunk to report gaps in the received data. There are two issues with SCTP's SACK chunk compared to TCP's SACK option. (i) SACK chunk has a relatively large size compared to TCP SACK option. The size of a SACK chunk header without any gap ACK blocks is 12 bytes. For example, if there is no gap observed in the received data, SCTP-PDU carrying only a single SACK chunk will be 24 bytes. On the other hand, TCP-PDU carrying no data (and options) will be 20 bytes. (ii) TCP SACK option can have at most 4 SACK blocks14 (limiting the size of TCP header to 60 bytes in total), while SCTP SACK chunk can have larger number of gap ACK blocks, as long as the size of the SCTP-PDU is smaller than Path MTU. Hence, as the path loss (especially in a high bandwidth path) gets higher, SCTP SACK can better inform the SCTP sender about the missing data compared to TCP, at the expense of increased overhead.

- **In addition to the differences of protocol overhead between the basic SCTP and TCP specifications, as mentioned above, we note that QualNet 4.5.1 implements RFC 1323 [38] for high performance TCP. Therefore, the TCP window scaling option15 is implemented together with the TCP timestamps option, which adds 12 extra bytes to the TCP header of every TCP-PDU, making the TCP header 32 bytes.**

---

10 Assuming that SCTP does no bundling, and application over TCP connection does not use PUSH flag in TCP header.
11 Interested readers can look into [37] for the impact of A-PDU size on SCTP vs. TCP throughput.
12 In addition to the cumulative ACK, transport receiver also selectively sends other missing TSNs.
13 12 bytes for common header, 12 bytes for SACK chunk.
14 Note that, when the TCP PDU also carries a TCP timestamp option, the limit of SACK blocks within a TCP SACK option becomes 3. Time stamp option is activated in our simulations for TCP.
15 Which let us to have send and receive buffer sizes $\geq 64$ K.
16 10 bytes for the timestamps option, 2 bytes for two TCP no operation options.

---

4.2.2. Comparing congestion control mechanisms

- **How to increase cwnd:** Per RFC 2581, a TCP sender increases its congestion window (cwnd) based on the number of ACK packets received.17 In contrast, SCTP counts the number of bytes acknowledged within each received ACK packet. Counting the number of ACK packets received rather than the number of bytes acknowledged within each ACK packet causes bigger performance issues for TCP especially when delayed ACKs [1] are used. Note that, we used delayed ACKs in our simulations.

- **When to increase cwnd:** During congestion avoidance, SCTP increases its cwnd only if the cwnd is in full use. This can make SCTP less aggressive in sending data.

- **Initial cwnd size:** Initial TCP cwnd size is 1–2 segments according to RFC 2581.18 SCTP's initial cwnd size at slow start or after long idle periods is set to $\min(4 \times MTU, \max(2 \times MTU, 4380\text{bytes}))$, which will be larger than TCP's initial window size.

- **When to apply slow start vs. congestion avoidance:** SCTP increases its cwnd according to the slow start algorithm when $\text{cwnd} \leq \text{ssthresh}$, and applies the congestion avoidance algorithm, otherwise. On the other hand, RFC 2581 let an implementation choose between slow start and congestion avoidance when $\text{cwnd} = \text{ssthresh}$.19

In summary, messaging overhead of SCTP might be higher compared to TCP (especially if no TCP options used). However, SCTP is a newer protocol compared to TCP; hence, some of TCP's enhancements (such as SACKs, ABC [39], initial congestion window size [40]) that came after RFCs 2581 and 2582 are already built-in features in SCTP. Therefore, it should not be surprising to see that SCTP throughput may be better than TCP's under identical conditions (further on this issue in Subsection 4.4).

4.3. Experimental framework

In the following sub-sections, we describe different aspects of the simulation framework used in this section.

4.3.1. Topology

We designed an experimental framework to explore TCP-friendliness of SCTP in a single shared tight link topology as depicted in Fig. 3. In the figure, two edge links use up to 4 K; however, QualNet 4.5.1 does not implement RFC 3390 and keeps TCP initial cwnd size at 2 segments.

17 Note that the ABC (Appropriate Byte Counting) enhancement for TCP is later introduced with RFC 3465 [39]. However, QualNet 4.5.1 does not implement ABC in TCP.
18 Note that, RFC 3390 [40] later on updated TCP's initial cwnd size to be up to 4 K; however, QualNet 4.5.1 does not implement RFC 3390 and keeps TCP initial cwnd size at 2 segments.
19 QualNet 4.5.1 applies the congestion avoidance algorithm when $\text{cwnd} = \text{ssthresh}$. Hence, this is the same behavior as in the SCTP specification.
fast Ethernet (with 100 Mbps bandwidth capacity and 1 micro second one-way propagation delay). The tight link is modeled as a full-duplex point-to-point link, with a 45 ms one-way propagation delay. This way, RTT of the paths in the network is 90 ms, similar to US coast-to-coast [41] values. Three tight link bandwidth values (5, 10, and 20 Mbps) were tested for all the cases in Section 4. However, the tight link bandwidth did not influence the results. No artificial packet losses are introduced in the tight link or the edge links. Therefore, all the losses in the simulations are due to buffer overflows of congested traffic at routers R1 and R2. The buffer size at routers R1 and R2 is set to the bandwidth-delay product of the path. We use drop tail queues at the routers. We run simulations with QualNet.20

4.3.2. Network traffic

The traffic in the network is composed of two flows. The flows are applications transmitting data over an SCTP association or a TCP connection from S1 to D1 and S2 to D2, respectively. The traffic flows are greedy (i.e., the applications at the sending hosts S1 and S2 always have data to send). In addition, the receiving applications at hosts D1 and D2 are always ready to consume whatever the transport layer protocol can deliver. Therefore, the sending rate of the traffic sources is not limited by the application but by the network. The size of each application message (or A-PDU) is 1200 bytes. Similarly, TCP-MSS (maximum segment size) is set to 1212 bytes.21

4.3.3. Transport protocol parameters

While comparing SCTP and TCP (Subsection 4.2), we tried our best to make the transport protocol parameters as close as possible in the simulations. Table 1 lists what parameters are used in common and per transport layer protocol, respectively. For TCP, we studied both TCP SACK (TCPS) [36] and TCP NEWRENO (TCPNR) [28]. We assumed unlimited send and receiver buffer22 size at the transport layer so that buffer size is not a limiting factor for the transport protocol throughput.

4.3.4. The framework

Our goal is to understand how two flows (TCP and/or SCTP) share the available bandwidth in the network. We investigate two cases.

Case-I: The two flows in the network are started at the same time.23 We use Case-I to investigate how two flows grow together by looking into all possible TCP-SCTP combinations.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCP specific</td>
<td>Window scaling optiona</td>
<td>YES</td>
</tr>
<tr>
<td></td>
<td>Timestamps option1</td>
<td>YES</td>
</tr>
<tr>
<td></td>
<td>Other TCP parameters</td>
<td>QualNet 4.5.1 default values</td>
</tr>
<tr>
<td>SCTP specific</td>
<td>SCTP-RTO-INITIAL</td>
<td>3 s</td>
</tr>
<tr>
<td></td>
<td>SCTP-RTO-MIN</td>
<td>1 s</td>
</tr>
<tr>
<td></td>
<td>SCTP-RTO-MAX</td>
<td>60 s</td>
</tr>
<tr>
<td></td>
<td>SCTP-RTO-ALPHA</td>
<td>0.125</td>
</tr>
<tr>
<td></td>
<td>SCTP-RTO-BETA</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>Heartbeats</td>
<td>OFF</td>
</tr>
<tr>
<td></td>
<td>Bundling</td>
<td>NO</td>
</tr>
<tr>
<td>SCTP &amp; TCP</td>
<td>Send Buffer</td>
<td>unlimited</td>
</tr>
<tr>
<td></td>
<td>Receive Buffer</td>
<td>unlimited</td>
</tr>
<tr>
<td></td>
<td>Clock Granularity</td>
<td>500 ms</td>
</tr>
<tr>
<td></td>
<td>Initial ssthresh</td>
<td>65,535 + 214</td>
</tr>
<tr>
<td></td>
<td>Delayed ACKs [27,1]</td>
<td>YES</td>
</tr>
</tbody>
</table>

a The window scaling option is required for TCP to have a receiver buffer size bigger than 64 K. We activated the window scaling option for TCP flows so that TCP sending rate is not limited by the receiver buffer size.

b This parameter is automatically activated by QualNet, since QualNet 4.5.1 implements both window scaling and timestamps options (i.e., [38]) together.

c The transport receiver sends a T-ACK for every other in-sequence TSN received or when the delayed ACK timer expires. The delayed ACK timer is set to 200 ms.

(i) Start two TCP flows at the same time
(ii) Start two SCTP flows at the same time
(iii) Start one SCTP and one TCP flow at the same time

Case-II: Initially only one flow is started.24 Then, we introduce another flow when the earlier flow operates at steady-state25. Hence, we explore how one flow gives way to another flow. We simulated four combinations in Case II.

(i) Start one TCP flow then start another TCP flow
(ii) Start one SCTP flow then start another SCTP flow
(iii) Start one SCTP flow then start one TCP flow
(iv) Start one TCP flow then start one SCTP flow

The simulation time for Case-I is 720 s, and the simulation time for Case-II is 2140 s. For Case-I, we looked into performance metrics between 60th and 660th seconds. For Case-II, we looked into performance metrics between 10th and 70th seconds (when there is only one flow in the network) as well as between 280th and 2080th seconds (when both flows operate at steady-state). Note that, we used both TCPs and TCPNR for the TCP-SCTP combinations above.

4.3.5. Performance metrics

The performance metrics we measured in the simulations are presented below. We looked into the long-term (steady-state) values of these metrics. In addition, we looked into the throughput metric over short time dura-

20 Using svn revision 10 of the SCTP module in QualNet 4.5.1. Note that, QualNet’s TCP model uses code converted from the FreeBSD 2.2.2 source code implementation of TCP.

21 Note that, QualNet 4.5.1 complies with Section 4.2.2.6 of RFC 1122 [1] and calculates the maximum data that can be put into an TCP-PDU based on the effective-MSS. Since every TCP-PDU included timestamps option (extra 12 bytes) in our simulations, we set the TCP-MSS to 1212, to let TCP effectively send 1200 bytes of data in each PDU, similar to SCTP.

22 Send buffer size of each transport protocol is set to 2bandwidth − delay product. Receiver buffer size of each transport protocol is set to a large value such as, 65535 + 214 bytes.

23 In the simulations, we started the two flows at random times within [0...RTT] to get different randomized results with the repetition of the experiments.

24 At a random time between [0 … RTT].

25 In the simulations, the latter flow is started at a random time between 80sec + [0…RTT].
tions (1, 10, and 100 RTT) – see Figs. 5, 7, and 8. The long-term metric values in Figs. 4 and 6 and Tables 2, 3 are averages of 30 runs with 95% confidence intervals.

- **Throughput** – Transport layer data (including original, fast-retransmitted, and re-transmitted data that can be potentially lost) sent to the network by the transport protocol of the sending host per unit time. Throughput of a transport flow is shown as a fraction of the tight link bandwidth obtained by the flow in the graphs (i.e., throughput per flow is normalized with the tight link bandwidth).

- **Load by the transport protocol or Transport Load (T-Load)** – The actual number of bits sent to the network by the transport protocol per unit time. This includes all the transport layer headers, original, fast-retransmitted, and re-transmitted transport layer data and transport layer ACKs that can be potentially lost. T-Load per transport flow is normalized with the tight link bandwidth.

- **Goodput** – The application layer throughput measured at the receiving host. That is the number of bits delivered to the application layer of the receiving host by the transport layer per unit time. Goodput per transport flow is normalized with the tight link bandwidth.

While the metrics above (throughput, t-load, and goodput) are measured per flow in the network, the following metrics (fairness index, link utilization, and system utilization) are aggregated metrics and measured per configuration.

- **Fairness Index** – This metric is defined by Jain [42] to show fairness (i.e., the “equality” of resource sharing) in a system. Fairness index is a value between 0 and 1, with 1 showing the most fair (equal) allocation of the resources in the system. Assuming \( \lambda_i \) is the rate (throughput) of transport flow \( i \), the fairness index of the network is given by Eq. (2), where \( n \) is the total number of flows in the network.

\[
F_{\text{Index}} = \frac{(\sum_{i=1}^{n} \lambda_i)^2}{n \times (\sum_{i=1}^{n} \lambda_i^2)} \tag{2}
\]

- **Link Utilization** – We use Eq. (3) to calculate link utilization (for the tight link), where \( \lambda_i \) is throughput of transport flow \( i \) and \( n \) is the total number of flows in the network. Our aim in using this metric is to see if the transport flows pump enough data traffic into the net-
We want the link utilization to be high so that the network operates close to its capacity\(^{26}\).

\[
\text{LinkUtil} = \frac{\left(\sum_{i=1}^n \gamma_i\right)_{\text{Tight Link Bandwidth}}}{\text{Link Util}}
\]

(3)

- **System Utilization** – This metric is calculated using Eq. (4), where \(n\) is the number of flows in the network, \(\zeta_i\) is the goodput, and \(\gamma_i\) is the t-load of the transport flow \(i\). Essentially, this metric shows how much of the total load in the network is converted to useful work (i.e., the data received by the applications). One of the signs of congestion collapse is, although there is traffic (load) in the network, the load is not converted into useful work and the network is busy transmitting unnecessary data traffic. Therefore, the higher the system utilization, the further away the system is from congestion collapse.

\[
\text{SysUtil} = \frac{\left(\sum_{i=1}^n \zeta_i\right)_{\text{Tight Link Bandwidth}}}{\left(\sum_{i=1}^n \gamma_i\right)_{\text{Tight Link Bandwidth}}}
\]

(4)

4.4. Simulation results and analysis

In this section we present the results from two sets of experiments we performed. Subsections 4.4.1 and 4.4.2 discuss the results (i) when both flows in the network start at the same time, and (ii) when one flow starts after the other flow at steady-state, respectively.

4.4.1. Flows starting at the same time

Results for the flows starting at the same time are presented in Figs. 4 and 5 and Table 2.
Two TCP flows start together: From Fig. 4 and Table 2, we observe that two TCP flows (for both TCPS and TCPNR flavors) share the link bandwidth pretty as depicted with close individual throughput values per flow in the network as well as the high fairness index values. TCP congestion control algorithms allow aggregated flows to pump enough traffic into the network (where link utilization values are more than 93%). In addition, the system utilization is high confirming that TCP is busy sending useful data traffic (i.e., no signs of congestion collapse).

Two SCTP flows start together: Similar to the two TCP flow case, we observe that two SCTP flows starting at the same time also share the bandwidth equally.

One SCTP and one TCP flows start together: From Fig. 4, we observe that on average SCTP gets 35–41% larger share of the bandwidth compared to TCPS (or TCPNR). However, the link and the system utility values are still high showing a stable network (see Table 2). We looked further into how the throughput of SCTP and TCPS changes over 1, 10, and 100 RTT intervals – Fig. 5. We picked the worst case simulation run where SCTP throughput is largest compared to TCPS among all 30 runs. Fig. 5 validates that although SCTP is able to achieve higher throughput than TCPS, even in the worst case, SCTP responds to TCP traffic by increasing and decreasing its throughput. That is, even in the most aggressive and imbalanced case of 30 runs, SCTP does not simply take as much bandwidth as it can get; rather, over time SCTP gives and takes in a sharing with TCP. Therefore, the figure helps arguing for SCTP being TCP-friendly.

4.4.2. Latter flow starts after earlier flow is at steady-state

Results for Case II, where one flow starts earlier and the latter flow starts after the earlier flow is at steady state, are depicted in Figs. 6–8 and Table 3.

One TCP flow followed by another TCP flow: By examining Fig. 6, we first observe that as expected, the throughput of the first TCP flow drops after the second TCP flow is introduced to (more or less) half of its previous value (for both TCPS followed by (fb) TCPS and TCPNR followed by TCPNR cases). The fairness index of the system is also high for both TCPS fb TCPS and TCPNR fb TCPNR (more than 0.99) cases, suggesting that even when the TCP flows start at different times, they still share the link fairly.

Table 2

<table>
<thead>
<tr>
<th>Scheme</th>
<th>FI</th>
<th>LinkUtil</th>
<th>SysUtil</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCPS-TCPS</td>
<td>0.996</td>
<td>0.937</td>
<td>0.961</td>
</tr>
<tr>
<td>TCPNR-TCPS</td>
<td>0.993</td>
<td>0.937</td>
<td>0.961</td>
</tr>
<tr>
<td>SCTP-SCPS</td>
<td>0.999</td>
<td>0.941</td>
<td>0.966</td>
</tr>
<tr>
<td>SCPS-TCPS</td>
<td>0.972</td>
<td>0.939</td>
<td>0.964</td>
</tr>
</tbody>
</table>

Table 3

<table>
<thead>
<tr>
<th>Scheme</th>
<th>FI</th>
<th>LinkUtil</th>
<th>SysUtil</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCPS fb TCPS</td>
<td>0.998</td>
<td>0.938</td>
<td>0.961</td>
</tr>
<tr>
<td>TCPNR fb TCPNR</td>
<td>0.998</td>
<td>0.937</td>
<td>0.961</td>
</tr>
<tr>
<td>SCTP fb SCTP</td>
<td>1.0</td>
<td>0.941</td>
<td>0.966</td>
</tr>
<tr>
<td>SCTP fb TCPS</td>
<td>0.975</td>
<td>0.939</td>
<td>0.964</td>
</tr>
<tr>
<td>SCPS fb TCPNR</td>
<td>0.976</td>
<td>0.939</td>
<td>0.964</td>
</tr>
<tr>
<td>TCPS fb SCPS</td>
<td>0.974</td>
<td>0.939</td>
<td>0.964</td>
</tr>
</tbody>
</table>

In this particular run SCTP gets for about 62% more bandwidth than TCPS.
• One SCTP flow followed by another SCTP flow: By examining Fig. 6 and comparing the results with those of the TCP flows, we observe that the earlier SCTP flow gives way to the latter SCTP flow, and both share the link fairly (see fairness index values in Table 3).

• One SCTP flow followed by a TCP flow: In contrast, SCTP does not give away in an “equally-shared” manner to a later TCP flow (Fig. 6). Although, the SCTP flow’s throughput drops after a TCP flow is introduced, on average SCTP ends up getting a 36–39% larger share of the bandwidth than TCP or TCPNR. We believe that the proposed TCP improvements that have been added into the SCTP’s congestion control mechanism are responsible for a (faster and) better loss recovery in SCTP and hence SCTP’s larger share of the throughput compared to TCP [34,43–45]. Fig. 7 shows the evolution of throughputs when an SCTP flow is followed by a TCP flow. For this figure, we plotted the worst simulation result out of 30 runs where SCTP vs TCP throughput was most imbalanced. The graph helps argue for SCTP being TCP-friendly as although SCTP gets higher throughput compared to TCP, SCTP still gives way to TCP and shares the bandwidth with the newly introduced TCPs in a give-and-take manner.

• One TCP flow followed by an SCTP flow: When it comes to SCTP getting its share of bandwidth from an already stabilized TCP flow (Fig. 6), SCTP again achieves higher throughput than an existing TCP flow. Moreover, the bandwidth obtained is put into useful work by SCTP, as the high system utility values in Table 3 suggest. The evolution of throughput for TCPs and SCTP flows for different time intervals for the most imbalanced run out of 30 runs where SCTP achieves 61% more bandwidth than TCP is depicted in Fig. 8. The figure shows how TCP gives way to SCTP and how SCTP shares the bandwidth with TCP in give-and-take manner. The figure again helps argue for SCTP being TCP-friendly.

In summary, all the results in this Subsection (4.4), we discovered that although SCTP’s congestion control mechanisms were intended to be “similar” to TCP’s, being a newer protocol, SCTP has some of the proposed TCP enhancements already incorporated which results in SCTP performing better than TCP. Therefore, SCTP can obtain larger share of the bandwidth when competing with a TCP flavor that does not have similar enhancements (as in the case of QualNet’s TCP implementation). We conclude that SCTP is TCP-friendly but achieves higher throughput than TCP, due to SCTP’s better loss recovery mechanisms, just as TCP-SACK or TCP-Reno perform better than TCP-Tahoe. Note that, TCP-Reno enhances the fast recovery mechanism of TCP-Tahoe by sending additional data for the continuing duplicate ACKs following a fast retransmission of the data that is assumed lost. The rationale behind this enhancement is that duplicate ACKs show that the subsequent data packets still get across the network and reach to the receiver. As a result of this enhancement, TCP-Reno performs better than TCP-Tahoe but is still considered TCP-friendly.

4.5. Related work

Although SCTP has been standardized by the IETF in 2000, there is little work comparing the performance of (single-homed) SCTP with competing TCP flavors. Reference [35] used the Opnet simulator to perform initial simulation studies to find possible flaws in the early version of SCTP specification and implementation in 2001. Reference [37] looked into the throughput of competing SCTP and TCP connections in a shared link topology using SCTP reference implementation from 1999 on a test-bed (with Linux machines and NIST network emulator). Reference [37] focused on the impact of the message (A-PDU) size in comparing TCP and SCTP throughputs and showed that SCTP is not more aggressive than TCP when sharing a link. Reference [34] studied competing SCTP and TCP flows over a satellite (high bandwidth-delay product) link using ns-2. Reference [34] found out that the subtle enhancements in the SCTP congestion control mechanism help SCTP to recover faster after a loss and hence increase the throughput of SCTP compared to TCP. The results of [34], although for higher bandwidth-delay product links, align with our simulation results presented in this section.

5. TCP-friendliness of CMT

This section investigates the TCP-friendliness of CMT. In Section 3, we described the definition and the goals of the TCP-friendliness doctrine. Traditionally, the notion of TCP-friendliness was defined for end-to-end transport connections over a single path. Our goal is to understand and characterize the TCP-friendliness of SCTP-based CMT for transport connections over multiple paths.

The design goal of CMT was to achieve a performance similar to the aggregated performance of multiple, independent, single-homed SCTP associations (called AppStripe). Iyengar et al. showed that the throughput of CMT can be similar or greater (especially when the receiver buffer is unconstrained and the paths are showing similar characteristics) than AppStripe [19]. They studied the performance of CMT under the assumption that the network paths which CMT subflows run over are bottleneck-independent. Since we are interested in the TCP-friendliness of CMT, we revise this assumption and investigate how CMT behaves when a tight link is shared among the CMT subflows and together with other TCP flows.

In the following subsections we describe our experimental framework (Subsection 5.1), simulation results and analysis (Subsection 5.2), followed by the reviews of related work and the recent controversies over the TCP-friendliness doctrine (Subsection 5.3).

---

28 Refer to Subsection 4.2.
29 In this particular run, SCTP gets 53% more share of the bandwidth than TCP.
30 Reports in [34,43–45] also support our conclusion.
31 Interested readers can see [11] for a comparison of the congestion control mechanisms of Tahoe, Reno, NewReno, and SACK TCP.
32 Due to the sharing of the TSN space, CMT is more robust to ACK losses.
33 We prefer to use the term tight link [32] rather than bottleneck, in this paper.
5.1. Experimental framework

In the following sub-sections, we describe different aspects of the experimental framework used this section. Experiments are simulated in QualNet34.

5.1.1. Topology

We designed an experimental framework to explore the TCP-friendliness of CMT in a single shared tight link topology35 as depicted in Fig. 9. The tight link has 100 Mbps bandwidth capacity and 2 ms one-way propagation delay. Each edge link has 100 Mbps bandwidth capacity and 14 ms one-way propagation delay. This way RTT of the paths in the network is 60 ms, similar to US coast-to-coast41. No artificial packet losses are introduced in the tight link or the edge links. Therefore, all the losses in the simulations are due to buffer overflows at routers R1 and R2 caused by network traffic. We used RED queues47 in our simulations. Note that, when a group of TCP flows share a tight link with drop-tail queues, global synchronization and phase effects can cause the TCP flows not to get “equal” share of the bandwidth47–51 (i.e., TCP becomes TCP-unfriendly). Introducing randomness to the network helps reducing the impact of global synchronization and phase effects47. We calibrated RED parameters in our simulations so that TCP flows show TCP-friendly behavior (i.e., all TCP flows in the network get “equal” share of the tight link). As recommended by references47,52, minthi is set to 5 packets, maxthi is set to three times minthi, wi is set to 0.002, and maxp is set to 0.02 in our simulations. The buffer size at routers R1 and R2 is set to the bandwidth-delay product (BDP).

5.1.2. Network traffic

In our experimental topology (Fig. 9), nodes A and B are multihomed hosts while nodes S and D are single-homed hosts. We first run n TCP flows, from source nodes S to destination nodes D, 1 ≤ i ≤ n. We then add one of the following traffic loads into the network.

- Flows TCP1 and TCP2: Two additional TCP flows running over the network paths A1-R1-R2-B1 and A2-R1-R2-B2, respectively.
- Flows SCTP1 and SCTP2: Two single-homed SCTP flows running over the network paths A1-R1-R2-B1 and A2-R1-R2-B2, respectively.
- CMT flow: a two-homed CMT flow from host A to host B, with two subflows CMT-sub1 and CMT-sub2, running over the network paths A1-R1-R2-B1 and A2-R1-R2-B2, respectively.

For our experiments, n is varied as 8, 16, 32, 48, and 64 yielding a total of 10, 18, 34, 50, and 66 network flows36. All flows in the network are greedy (i.e., the applications at the sending hosts always have data to send). In addition, the receiving application at each host is always ready to consume whatever the transport layer protocol can deliver. Therefore, the sending rates of the traffic sources are not limited by the applications but by the network. The size of each application message (or A-PDU) is 1200 bytes. Similarly, TCP-MSS is set to 1212 bytes.

5.1.3. Transport protocol parameters

Single-homed SCTP associations and TCP37 connections are using parameters similar to what has been described in Subsubsection 4.3.3 and Table 1. The CMT association uses DAC and RTX-CWND as retransmission policy. Both sender and receiver buffers at the transport connections are unlimited.

5.1.4. The framework

We first started n TCP flows from nodes Si to Di randomly between the 0th and the 5th seconds of the simulation. Then, at the 10th second, we introduced either (i) TCP1 and TCP2 flows, (ii) SCTP1 and SCTP2 flows, or (iii) the CMT flow into the network. For each case, we measured the performance (mainly the sending rate) of the TCP flows from nodes Si to Di, and the performance of the newly introduced flows. Our goal in this framework is to see if CMT behaves more or less aggressively than the two independent TCP or SCTP associations. We explore answers to the following questions.

- TCP’s congestion control algorithms aim to achieve an “equal” share of the tight link bandwidth. How much of the bandwidth sharing an CMT flow could achieve compared to two independent TCP or SCTP flows?
- What is the cost of introducing one CMT flow into the other network flows compared to introducing two independent TCP or SCTP flows?

5.1.5. Metrics

We measured the following metrics in our simulations.

- Per flow throughput – similar to the definition given in Subsubsection 4.3.5, we defined throughput (sending rate) of a transport flow as the amount of transport layer data (including the original, the fast-retransmitted, and the re-transmitted data, that may potentially be lost) put on the wire by the transport protocol sender per unit time.

---

34 In this section, simulations run with svn revision 10 of the SCTP module in QualNet 4.5.1.
35 Our topology is similar to the access link scenario in [46].
36 We counted each CMT subflow as one flow.
37 All the TCP flows in this section are TCP-SACK connections.
• **Average (avg.) flow throughput** – is calculated using Eq. (5), where \( \lambda_i \) is the throughput (sending rate) of transport flow \( i \in [1..(n+2)] \). While calculating the avg. flow throughput, we counted each CMT subflow as one flow. We expected the avg. flow throughput to be close to the equal share of the available bandwidth in the network.

\[
\text{avg. flow throughput} = \frac{\sum_{i=1}^{n+2} \lambda_i}{n+2} \tag{5}
\]

• **Fairness Index** – as defined by Eq. (2) in Subsubsection 4.3.5. We measured the fairness index of all the flows in the network (each CMT subflow is counted as one flow) to understand how equally flows in the network actually share the available bandwidth.

We run simulations for 36 min. The result for each configuration is averaged over 30 runs with a 95% confidence interval. We measured the metrics between the 3rd and 33rd minutes.

### 5.2. Simulation results and analysis

Before analyzing the simulation results, we have the following hypotheses for each case.

- **Introducing two TCP flows:** After TCP1 and TCP2 have been introduced into the network, we expect all the flows (including the newly introduced TCP flows) to get an equal share of the available bandwidth.
- **Introducing two SCTP flows:** After SCTP1 and SCTP2 have been introduced into the network, we expect the SCTP flows to get similar or higher throughput than the existing TCP flows in the network. As elaborated in Section 4, the proposed TCP improvements that have been incorporated into the SCTP’s congestion control mechanism facilitate better loss recovery and hence improved throughput of SCTP compared to TCP [34,43–45].
- **Introducing the CMT flow:** In a tight-link-independent topology (with drop-tail queues), CMT achieves higher throughput than the independent SCTP flows (especially when the receiver buffer is unconstrained and the paths have similar characteristics), as CMT shares the TSN space and hence is more resilient to losses [19]. Similarly, in a tight-link-dependent topology (with RED queues) as in Fig. 9, we expect CMT to obtain higher throughput (i.e., higher share of the tight link bandwidth) compared to two TCP or two SCTP flows.

The simulated results are depicted in Figs. 10 and 11. We observed the following from the figures.

- **two-TCP case:** From Fig. 10(a), TCP shows TCP-friendly behavior, where TCP1, TCP2, and an average TCP flow in the network all get “equal” throughput, which is less than the ideal bandwidth share \( \frac{bw}{n+2} \). The high fairness index values (close to 1) in Fig. 11 for the two-TCP case also confirm the equal sharing of the bandwidth among the TCP flows. We also checked the throughput of all the individual TCP flows in the network for all the n values and again confirmed that all the TCP flows in the network obtained “equal” throughputs (results not shown here due to space constraints).
- **two-SCTP case:** From Fig. 10(b), SCTP1 and SCTP2 get “equal” throughput, and the achieved throughput is higher than both the throughput of an average TCP flow and the ideal share of bandwidth. The low fairness index values in Fig. 11 for the two-SCTP case result from SCTP flows obtaining higher throughput than the TCP flows in the network. However, as we investigated further, adding the SCTP flows into the network does not “starve” any of TCP flows in the network (note that, we have obtained graphs showing the individual flow throughputs, but did not include them in this paper due to space constraints). Such behavior is due to the fact that SCTP implements a congestion control mechanism, and a sender does not frivolously send as much as it can. As a result, we see other TCP flows co-existing (without being starved) with two SCTP flows in the net-
work (although SCTP’s throughput is higher). Referring back to the definition of TCP-friendliness in Section 3, we conclude that SCTP is TCP-friendly but achieves higher throughput than TCP, due to SCTP’s better loss recovery mechanisms [34,43–45], just as TCP-SACK or TCP-Reno performs better than TCP-Tahoe.

• the CMT case: From Fig. 10(c), each CMT subflow obtains “equal” throughput, but the achieved throughput is higher than the throughput of an average TCP flow in the network. We also checked the individual subflow throughputs and confirmed that CMT subflows perform better than the TCP flows in the network (results not shown in this paper due to space constraints). As depicted in Fig. 11(a), CMT performance is better than the total performance of TCP1 and TCP2. We had also expected CMT to perform better than two SCTP flows. However, CMT is actually showing similar or worse (for n = 8) performance than two SCTP flows, which contradicts our earlier hypothesis. To further investigate this issue, we run another set of experiments with n values set to 4, 6, 8, 10, and 12. We observed that the performance of CMT gets worse than two SCTP flows as n gets smaller, as depicted in Fig. 12(a). To investigate the worse performance of CMT compared to two SCTP flows as n gets smaller, we have the following hypothesis.

hypothesis*: CMT subflows share the same TSN space and ACK information, unlike independent SCTP flows. Therefore, one ACK can simultaneously trigger all the CMT subflows to send data to the network. Consequently, one CMT flow (containing two CMT subflows) can create burstier data traffic compared to two SCTP flows. The burstiness causes more packets of the CMT subflows to be marked by the RED queues. Therefore, the CMT flow does not perform as well as we expected (i.e., better than two SCTP flows).

To validate hypothesis*, we examined the RED parameter wq that can be adjusted to alter RED’s responses to burstiness. The rationale is that if we can make RED to react burstiness less aggressively, then we should observe CMT not performing as bad compared to two SCTP flows. As suggested by [47,48], we changed wq to be 0.001 (instead of 0.002 used in other simulations in this section), in order for making RED queue to react less aggressively to bursty traffic. The simulation results for wq = 0.001 are depicted in Fig. 12(b). Comparing
Figs. 12(a) and (b), in the latter figure, CMT still performs similarly or worse than SCPT for small n’s, but not as badly as in the former figure. Therefore, we have reason to believe that hypothesis holds. One last question on the comparative performance of CMT and two SCTP flows is why CMT performs worse for smaller n values? Intuitively, as n gets smaller the marking probability at the bottleneck RED queue for each flow in the network increases, and hence burstiness affects each flow more. After this detour to explain the performance difference between CMT and two SCTP flows, let’s get back to the discussion of TCP-friendliness. As stated earlier, one CMT flow (with two subflows) has better throughput than two TCP flows and each CMT subflow has better throughput than TCP1 and TCP2, because of the better loss recovery mechanisms implemented in CMT (note that, since CMT is based on SCPT, CMT inherits all the built-in TCP enhancements in SCPT such as appropriate byte counting – ABC) and CMT being more resilient to losses due to sharing of the TSN space and ACK information. We perceive this situation to be similar to two TCP-Reno flows outperforming two TCP-Tahoe flows. CMT also incorporates a TCP-like (AIMD-based) congestion control mechanism and TCP flows can co-exist with CMT in the network (though CMT throughput is higher). Therefore, we conclude a two-homed CMT to be TCP-friendly.

5.3. Related work

As explained in Section 3, the notion of TCP-friendliness emerged in the late 1990s as a reaction to the increase of non-TCP traffic in the Internet. Given the enormous economic, social, and political importance of the Internet, it is easy to justify a conservative approach, such as TCP-friendliness, to address the increasing non-TCP traffic in order not to upset the health and stability of the Internet. However, a lot has changed since the late 1990s. Newer developments (one of them being CMT) demand that we re-consider the notion of TCP-friendliness. In the following sub-sections, we discuss proposals similar to CMT and criticisms against TCP-friendliness.

5.3.1. Other CMT-like schemes

Seminal documents related to the notion of TCP-friendliness [10,30,53] discuss the appropriate level of granularity for a “flow” (i.e., end-to-end connection subject to congestion control). Although the IETF allows an HTTP application to open up to two TCP connections [54], applications opening multiple TCP connections or splitting one TCP connection into multiple TCP connections (i.e., a flow granularity other than one source IP address-destination IP address pair) have been frowned upon as they get more aggressive share of the bandwidth compared to a single TCP connection. Running between a set of source and a set of destination IP addresses, and over multiple paths, clearly, a CMT flow does not conform to the suggested granularity of a flow in the context of TCP-friendliness.

However, other proposals, similar to CMT, such as CP [55], MulTFRC [56], mulTCP [57], MPAT [58], and PA-MulTCP [59], also aim to achieve aggregated flow rates (i.e., rates similar to aggregated rate of a group of TCP connections). Some of these proposals are based on a window-based AIMD mechanism, while some are based on the TCP-Friendly Rate Control (TFRC) [60,61] protocol. TFRC uses Padhye’s TCP-friendly equation [31] to adjust its sending rate. AIMD responds to every congestion indication (packet drop) by multiplicatively decreasing its sending rate. On the other hand, TFRC does not respond to a single packet loss but instead responds to the (measured) average loss rate— or loss events that can include one or multiple packets losses. Therefore, TFRC aims to achieve a smoother sending rate compared to window-based TCP, making TRFC more suitable for streaming or multimedia applications.

- **CP (Coordination Protocol)** defines “flowshare” as the rate of a single TCP flow and aims to obtain multiple flowshares. CP uses TFRC and estimates a single flowshare (i.e., the available bandwidth for a single TCP flow). Then, CP multiplies the estimated flowshare bandwidth with N to emulate an aggregated flow rate similar to N flowshares.
- **Similar to CP, MulTFRC aims to emulate the behavior of N TFRC protocols for providing smoother aggregated sending rate. Unlike CP, instead of naively multiplying the TFRC rate by N, MulTFRC implicitly estimates the loss event per flow in the aggregate flow. MulTFRC extends the TCP-friendly equation to support multiple TCP flows and uses estimated per aggregate-flow loss rate in the equation [62]. It is shown that MulTFRC produces smoother sending rates than CP [56].

- **MPAT** is based on mulTCP [57] which in turn is based on AIMD. MulTCP takes N as an input parameter and aims to behave like N TCP flows. Standard TCP uses the AIMD (a = 1, b = 1/2) algorithm. That is, if there is a sign of congestion, the congestion window (cwnd) is decreased by b = 1/2 of the current congestion window value, while cwnd is increased by a = 1 in every RTT if there is no congestion (during steady-state). MulTCP assigns AIMD (a = N, b = 1/2 N) to the aggregate flow to emulate N TCP flows. However, it is shown in [58] that the loss rate experienced by mulTCP ends up being smaller than the loss rate experienced by N TCP flows. This makes mulTCP more aggressive than N TCP flows, especially as N grows. MPAT is proposed to provide better fairness than mulTCP. MPAT maintains congestion control states as many as the number of flows it manages. Therefore, as N grows, the overhead of MPAT increases.

- **Like MPAT, PA-mulTCP is also based on mulTCP. However, unlike MPAT, PA-mulTCP maintains a single congestion window state for the entire aggregate flow (which reduces the overhead) and yet achieves fairer aggregated flow than mulTCP. PA-mulTCP adds an addi-
tional probe window to detect the sending rate of a real TCP connection and uses this rate to adjust the rate of the aggregated flow.

In addition to the proposals above, in the tsv working group, IETF has started Multipath-TCP (MPTCP) [63]. Similar to SCTP and SCTP-based CMT, MPTCP aims to achieve TCP connections over multiple paths (IP addresses), an ability to move data traffic to a less congested path when needed, and to use multiple paths simultaneously to utilize available capacity in the network.

5.3.2. Criticism against TCP-friendliness

The most explicit and blunt criticism on TCP-friendliness came from B. Briscoe starting in his controversial and seminal paper “Flow-Rate Fairness: Dismantling a Religion” [64] in 2007. Briscoe, referring TCP-friendliness as flow-rate fairness, instead proposed what he called cost fairness. Considering social, real-world, and economic examples, cost fairness (which takes its roots from Kelly’s work on weighted proportional fairness [65]) is a more realistic measure of fairness than flow-rate fairness. Briscoe refuses the dogma that equal flow rates are fair. Instead, in a system where cost fairness is established, each “economic entity” would be accountable for the costs they caused to others. Cost fairness allocates cost to bits instead of flows; hence, cost fairness is immune to the problems such as splitting flow identifiers or opening multiple connections as flow-rate fairness is. Representing the viewpoint of flow-rate fairness, a “rebuttal” [66] not only states the usefulness of flow-rate fairness but also accepts the limitations of flow-rate fairness. Following Briscoe, M. Mathis published an Internet draft [67] arguing that we have to rethink the notion TCP-friendliness to keep up with an evolving Internet.

The views from both sides, one clinging onto the flow-rate fairness and the other asking flow-rate fairness to be dismantled, are now being heavily discussed in the IETF mailing lists such as end2end-interest, iccrg, tsvwg, and tmrg. In addition, workshops such as [68] discuss the compelling reasons to replace or renew TCP and its congestion control algorithms. Moreover, bigger research activities and agendas that will change and redesign the entire Internet architecture are underway, [69–72]. We are going towards a world where TCP and TCP-friendliness might not set the standards any longer. However, the authors believe that it will be at least a decade or more before any other view becomes an alternative or displaces TCP-friendliness.

6. Summary of conclusions and future work

TCP-friendliness in the Internet has been traditionally studied in the context of single-path or single-homed transport connections. We designed an experimental framework to investigate TCP-friendliness of CMT, which, unlike standard TCP, uses multiple paths simultaneously. In our experimental framework, we first explored TCP-friendliness of single-homed SCTP (Section 4). We showed that although SCTP’s congestion control mechanisms are intended to “be similar to” TCP’s, being a newer protocol, SCTP has already incorporated several TCP’s enhancements. Therefore, SCTP obtains higher share of the bandwidth when competing with TCP that does not have similar enhancements. We conclude that SCTP is TCP-friendly but achieves higher throughput than TCP, due to SCTP’s better loss recovery mechanisms [34,43–45], just as TCP-SACK and TCP-Reno outperform TCP-Tahoe.

In Section 5, we investigated the TCP-friendliness of CMT. We measured the sending rate of one two-homed CMT flow and two SCTP flows, and also the impact of CMT and two SCTP flows on the other TCP flows in the network while sharing a tight link. We found that while sharing a tight link with other TCP flows, CMT’s performance is similar or worse than two SCTP flows mainly because of the burstier data traffic that CMT creates compared to two SCTP flows. We also discovered that one two-homed CMT flow obtains higher share of the tight link bandwidth compared to two TCP flows, because of better loss recovery mechanisms in CMT (as CMT inherits built-in TCP enhancements in SCTP). In addition, sharing of ACK information makes CMT more resilient to losses [19]. Although CMT obtains higher throughput than two independent TCP flows, CMT’s AIMD-based congestion control mechanism allows other TCP flows to co-exist in the network. We conclude that CMT to be TCP-friendly, just as two TCP-Reno flows are TCP-friendly compared to two TCP-Tahoe flows.

The experimental framework designed in this paper can be extended to have more rigorous study of TCP-friendliness of both single-homed SCTP and CMT. We expect to obtain more insights by investigating (i) an increase in the number of SCTP and CMT flows in the network, (ii) an increase in the number of CMT subflows (hence, concurrency of one CMT flow), (iii) the impact of asymmetric RTTs and edge links, and (iv) the existence of unresponsive flows (similar to UDP) and short-lived TCP flows in the background traffic similar to the testing suite in [46]. In addition to simulations, it will be worth developing the experimental framework in a network emulator to work with SCTP and CMT kernel implementations.

Our final word on TCP-friendliness of CMT is that although this paper investigates the TCP-friendliness of CMT in accordance with the current TCP-friendliness doctrine, we witness hot debates in the IETF that questioned the very foundation of the TCP-friendly Internet. We argue that multihoming and CMT are two of the developments that support a research agenda to pursue alternative fairness criteria for the Internet.
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