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Abstract—The reliable server pooling (RSP) allows a pool of re-
dundant information sources to be viewed as a single transport
endpoint and, therefore, is able to provide persistent connections
and balanced traffic for different applications. The Internet En-
gineering Task Force RSerPool Working Group has proposed an
architecture to implement the RSP, which defines an overlay net-
work providing an upper layer protocol or an application with a
range of reliability services, from simple server selection to a fully
automatic session-failover capability. The simulation experiments
conducted in both wired and wireless environments show that the
current version of the RSerPool works well in fixed and relatively
reliable environments, but its performance worsens rapidly as the
networks become more unreliable or mobile. The issues we identi-
fied in wireless mobile ad hoc networks include network partition,
high signaling overhead, difficulty in synchronization among name
servers, and excessive aggressiveness in handling failures. Alterna-
tive design options for the RSP in wireless and mobile environments
are introduced and evaluated.

Index Terms—Ad hoc networks, battlefield networks, failover,
reliable server pooling (RSP), RSerPool, service overlay networks.

1. INTRODUCTION

HE reliable server pooling (RSP) is an overlay network

designed to provide an upper-layer protocol or an appli-
cation with a range of reliability services, from simple server
selection to a fully automatic session-failover capability. It in-
creases the system’s reliability and availability by handling ses-
sion failures and pooling redundant information sources into a
single transport-layer endpoint. These features imply that, in
case of session failures, most applications can be transparently
switched to another server without restart.

The span of overlay networks includes improving network-
layer connectivity [11], choosing the optimum number and lo-
cation of servers [19], and enhancing the performance of deliv-
ering HTTP data and streaming video via content delivery net-
works [15]. Resilient overlay networks (RON) [2] are among
the few overlay networks designed for failure detection and re-
covery. Similar to the RSP, they seek to alleviate disruptions in
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end-to-end communications in the midst of failures. However,
RON:Ss focus is limited to reacting to path outages and periods of
degraded performance to route packets either directly over the
Internet or through RON nodes.

Due to a need for reliable and persistent connections, IETF
has developed several related approaches including stream
control transmission protocol (SCTP) (RFC2960) [22] and
RSerPool (RFC3237) [26]. The latter is a particular approach
to the RSP currently being defined by the RSerPool Working
Group (WG), and consists of two complementary protocols:
endpoint name resolution protocol (ENRP) [31] and aggregate
server access protocol (ASAP) [23].

To evaluate possible designs of the RSP in different environ-
ments, this paper investigates if the RSerPool can provide suffi-
cient performance in wired and wireless networks, especially for
mission-critical applications such as disaster recovery and bat-
tlefield communications. As part of this research [28], [29], an
NS-2 [27] simulation testbed for the RSerPool has been imple-
mented. A set of simulation experiments were run to obtain met-
rics for different aspects of the framework for wired and wireless
environments. Our simulation results show that the current ver-
sion of the RSerPool performs well in wired environments, but
its performance worsens rapidly as the networks become highly
unreliable or mobile. The results identify problems in wireless
mobile ad hoc networks as network partition, high overhead,
difficulty in synchronization among name servers, and too ag-
gressive fault handling.

Based on the experiments, two of the main deficiencies of the
RSerPool in wireless mobile networks are found to be the inac-
curacy of the failure-detection mechanism for servers within a
pool, and the high overhead of finding the home name server. To
overcome these problems, we introduce alternative mechanisms
and present their numerical evaluation.

Section II provides a background for the RSP and related
technologies. Section III gives an overview of the Internet En-
gineering Task Force (IETF) RSerPool WG architecture. Ex-
periment metrics are defined in Section IV. Section V describes
the NS-2 simulation testbed. Simulation results are presented in
Section VI. Guidelines for designing the RSP in wireless and
mobile environments are introduced in Section VII.

II. MOTIVATION AND BACKGROUND

Persistent connections to servers can become broken due to
severe network stress, server or link failures, constant mobility
in wireless mobile networks, or, for military applications, loss
of assets in a battle. The traditional abort-and-restart approach
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Fig. 1. Reliable server pooling: protocol stack and basic operations.

often results in long delay and is insufficient for applications
such as military communications, real-time transactions and
videoconferencing, distance diagnosis, and disaster recovery.

Different approaches have been reported in the literature to
improve the server reliability and enhance the system avail-
ability [1], [2], [11], [14], [24], [26], [32]. Since most focus on
the Internet [2], [11], [32] or the telephony applications [26], itis
unclear how they perform in wireless mobile networks. Among
these approaches, the RSP is the most promising to meet the
timeliness requirements of persistent connections.

A. Reliable Server Pooling

An important characteristic of RSP is its name-based ad-
dressing model that isolates a logical communication endpoint
from its Internet Protocol (IP) address(es), thus making it
possible to switch an end-to-end session from a failed or
overloaded server to an alternative one, without reestablishing
the session. Servers with the same application functionality are
grouped into server pools. A client can access a server pool by
consulting a name server (NS). A server in a pool is called a
pool element (PE); a client being served by a PE is called a
pool user (PU).

An example RSP operation is shown in Fig. 1. In step (1), the
PU contacts its home NS to query for transport layer addresses
of PEs in a pool it wants to access. Then, in step (2), the PU
selects a PE using a server-selection algorithm based on prede-
fined selection policies. First, PE; is selected and an end-to-end
session established between the PU and PE;. If PE; fails or is
overloaded during the session, the PU can switch the session to
another PE. To switch over, the PU contacts its home NS to ob-
tain a fresh PE-list for the pool, and selects one of them [steps
(3) and (4)].

B. Scope of RSerPool

The IETF RSerPool WG architecture is a lightweight,
best-effort approach to the RSP since it lacks quality-of-service
(QoS) features and connection-admission control. The aim of
the RSerPool is to provide an open standard, with signaling
protocols that do not entail layering violations, i.e., they
preserve the end-to-end model of IP. The RSerPool, with its
loosely coupled architecture, does not set a complete fault-tol-
erant computing as its goal. As a result, server pools may span
several network domains, and the pool services are likely to

survive localized disasters; a similar statement may not be true
in the case of server farms or clusters that share a local network.

The above advantages and limitations determine the current
scope of the RSerPool. It should be viewed as a distributed, open
platform that supports various reliability services to the appli-
cations. For example, the RSerPool allows plugging in various
server-selection policies, which may be a simple round-robin
or least-recently used algorithm (used in our study), as well as
more sophisticated ones based on load balancing. (Advanced
server-selection techniques are reported in several studies [9],
(131, [321)

The transparent session migration (and the related issue of
keeping data integrity) is an open research problem beyond
the scope of this paper. General techniques requiring special
modifications to a transport protocol or software wrappers
around it, are described in [1] and [24]. For simple data access
transparency among PEs, one can consider data-replication
techniques for partitionable ad hoc networks [6], [14], or a file
synchronization protocol (e.g., rsync [25]). Instead, we assume
a failover capability for simple applications (e.g., file transfer),
and focus on the core RSerPool architecture and signaling
protocols. The ongoing work [8] on the transparent failover
within the IETF is outlined in Section III-A.

C. Simple Server Replication

Simple server replication is a basic paradigm to increase the
network reliability and efficiency. It is typically provided only
as a means of backup such that a content-equivalent server (e.g.,
a mirrored web server) takes place of a failed server. In most
approaches, sessions originally served by the failed server are
lost. Also, server replication only focuses on server failures and
cannot handle other failures such as those of routers or links.
As a result, simple server replication by itself cannot guarantee
highly available services [24]. Table I details the significant dif-
ferences between the concepts of simple server replication and
the RSP.

D. Application-Layer Anycasting

Application-layer anycasting [32] has been applied to server
selection in a widely replicated Web service. Similar to the RSP,
it offers flexibility in the server-selection criteria, whereas in an-
other anycasting paradigm—network-layer anycasting—server
selection is typically determined by a routing protocol (e.g.,
through hop-count). Nevertheless, there are a number of differ-
ences between the RSP and application-layer anycasting:

* The hierarchy of resolvers (and the caching of resolu-
tion results) imply that the anycasting offers good network
scalability, but at the expense of load balancing. The RSP
is better suited to load balancing at the time of server se-
lection.

¢ Unlike in the RSP, no end-to-end communication occurs
between the host and its name server due to recursive re-
solvers. This feature makes it difficult for anycasting to
meet the timeliness requirements of the RSerPool.

* In the RSP, interoperability between different namespaces
has to be provided by a mechanism different from that of
recursive resolvers.
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TABLE 1
COMPARISON OF SERVER REPLICATION AND RELIABLE SERVER POOLING

Server Replication

Reliable Server Pooling

Server Group Set up statically.

Set up and managed dynamically.

Server Access Uses IP address or (DNS) domain name.

Uses pool handle.

Single Point of | Yes.
Failure

No. Multi-path, multi-home, and multi-server (server pool)
can be exploited to eliminate single points of failure.

Failover
backup server.

No. A failed session needs to be restarted with a

Yes. Session state can be shared or recreated among servers
to support failovers.

Load Balancing

No. It cannot switch a session to another server even
if the current server is overloaded. End users are
required to switch to a new server by themselves.

Yes. It can support various server selection and switchover
policies, and trigger a switchover due to connection failures
or system performance degradations.

Name Server

static name resolution service.

DNSs need to be set up manually, and only provide

NSs can be automatically configured. They provide dy-
namic and accurate name resolution service.

* An anycasting resolver returns a list of IP addresses,
whereas a PU receives a list of transport addresses (i.e.,
IP addresses plus port numbers) from an RSerPool NS.
As a result, the RSP can support multiple PEs on one IP
address.

E. Other Related Technologies

The domain name service (DNS) (RFC1034, RFC1035) pro-
vides a means of resolving a name to an IP address or set of IP
addresses, similar to one of the key functions of the NS in the
RSerPool. However, the caching effects of the current DNS ar-
chitecture are a key stumbling block in using DNS as a solution
for the RSP. For the DNS to meet the timeliness requirements
of RSerPool, the time-to-live (TTL) values in the DNS records
would have to be reduced by four orders of magnitude or more
(from hours to seconds), dramatically increasing the load on
DNS servers. Caching also interferes with the ability to do load
balancing. DNS can implement a form of crude load balancing
by cycling through multiple IP addresses for a single domain
name. However, the DNS server cannot predict how many sub-
sequent requests will be directed to a particular server while that
name-to-address mapping is cached at a particular local DNS
server. Finally, DNS servers do not currently monitor the status
of the hosts for which they provide name-to-address mapping,
and hence in the event of a server failure, the DNS server may
continue to respond with the IP addresses of failed servers [20].

The service location protocol (SLP) (RFC2608) [12] provides
a means of mapping a request for a service to the location of rel-
evant servers (through URLs). The main difference is that SLP
is service-oriented while RSerPool is communication-oriented
[20]. Unlike the RSerPool, SLP does not provide for the transfer
of data, or for monitoring the reachability and availability of the
service providers. SLP is essentially a service-discovery pro-
tocol operating at an application level.

Hull [15] surveys proprietary systems for web-server farms.
Such solutions typically provide access to a number of back-end
servers through a single virtual IP address. A front-end device
acts as an intermediary. All communications between clients
and the server farm usually pass through this device, which in-
spects or modifies headers at OSI layers 2, 3, 4, and 7. Some
vendors provide solutions for failover of the front-end device,
as well as for load balancing and fault localization between
sites [3]. These solutions typically are targeted for Web applica-
tions, and associated media-streaming protocols, which requires

vendor-specific hardware. For example, to utilize Cisco Dis-
tributed Director [7], a vendor router has to be deployed in the
proximity of each replicated server. In contrast to the RSerPool,
the layering violations imply that the end-to-end model of IP no
longer holds.

III. RSERPOOL ARCHITECTURE

Recall from Section II-A that there are three classes of entities
in the RSP (Fig. 1): PEs, NSs, and PUs. In the IETF RSerPool,
NSs play a critical role because they manage and maintain the
entire server-pool namespace. Each NS communicates with its
peers through a special channel and shares the same view of the
namespace. All NSs have the same functionality, while taking
care of a different group of PEs and PUs. An NS is said to be the
home NS of those PEs and PUs that are under its supervision.
Any entity, except the NSs, must find a home NS to whom all
its requests for the namespace access must be sent. A server can
register into a pool to become a PE of the pool by consulting
its home NS. Similarly, a PE can leave a pool through dereg-
istration. A server may join multiple pools simultaneously. To
access a pool, a PU must contact its home NS to query for trans-
port layer addresses of PEs in that pool. This procedure is trans-
parent to upper layer applications.

The IETF RSerPool WG architecture consists of two comple-
mentary protocols, namely, endpoint name resolution protocol
(ENRP) [31] and aggregate server access protocol (ASAP) [23],
as outlined below.

e ENRP: 1t defines a registry service for distributing a
pool’s operation and membership information. An ENRP
server uses PEER_PRESENCE message to locate other ENRP
servers during initialization. (The terms ENRP server
and NS are used interchangeably.) The PEER_PRESENCE
is also used as a heartbeat message that is periodically
sent by an NS to inform its peers of its active status.
When a pool membership changes, an NS sends out a
PEER_NAME_UPDATE message to inform its peers.

* ASAP: Tt monitors the reachability of the PEs in a
server pool and has the ability to automatically switch
an association from one PE to another. A server can
join/leave a pool by re-/de-registering through its home
NS. ENDPOINT_KEEP_ALIVE is used to determine a PE’s
health status; ENDPOINT_UNREACHABLE is sent by a PU
to its home NS to indicate that it has problems to reach a
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certain PE. A PE or PU has to find a home NS by sending
SERVER_HUNT to the ENRP client channel before it can
access any RSP services.

A. Transparent Session Migration

A desirable feature of any RSP framework is transparent ses-
sion migration (or transparent switchover). In general, trans-
parent switchover means that once a PU establishes a session
with a PE from the pool and if that PE becomes unavailable,
the session will be transferred to another PE without a PU’s in-
tervention. Typically, transparent switchover requires that the
consistent state be shared among PEs, as in the context of dis-
tributed database systems [21], [30].

Application requirements for the consistency of shared state
vary. For example, a server pool for a financial application may
require strict consistency with three-phase commit operations.
On the other hand, a pool that provides read-only access to rarely
updated web pages may have looser requirements.

While the RSerPool cannot guarantee transport-layer
switchover, it provides some support for application-layer
switchover [8]. This support is described below and illustrated
for a server PE; that fails during a session, and server PEs to
which that client is redirected.

1) Failover Callback: This service allows a PU’s client to
register an application-specific callback function that is invoked
automatically by the PU whenever a failover occurs. The call-
back function can be used by the application to send messages
to PEs to reestablish the session on the new PE. The application
is, thus, relieved of having to detect failures.

As an example, consider a one-way file-transfer application
(all transfers are from servers to clients).

* PEs contain the same files, with changes occurring
every several minutes. A file synchronization protocol
(e.g., rsync [25]) keeps the inconsistencies between PEs
transient.

* The client initially sends PE; a request packet consisting
of a filename and an offset of zero.

* The server initially responds with the file size, last modi-
fication time, and an MD5 hash, followed by packets con-
taining bytes from the file, each with an offset.

* Upon failover, the client sends PEs a request with the
filename and offset of the least byte in the file that has not
yet been received, and last modification time, and MD5
hash. If the file on the server is a match, the server picks up
where the file transfer left off. If not, the session is aborted.

In this scenario, the client can simply request the file, and
then read packets from the session, updating a variable with the
total bytes read, and the least byte not yet read, until the entire
file is transferred. Except in the rare case of an inconsistency
between PE; and PE,, any failover is handled gracefully by
the failover callback function. The RSerPool takes care of the
details of detecting that PE; has failed, and establishing a new
session with a suitable PE,.

2) Application-Level Ack/Retransmission: This service pro-
vides, upon failover from PE; to PE,, the retransmission of
messages that were not both received and processed by the re-
ceiving server application on PE;. Each time a message is sent

from the client to the server, that message is buffered by the
RSerPool layer on the PU until a so-called application layer
ack (ALA) is returned by PE; . If this service is used, the server
application has the responsibility to process each message read
from the session (including updating the shared server state by
some application-specific means), and then signal the RSerPool
layer on PE; to send the ALA for the message back to the client.
Upon failover from PE; to PEs, the failover callback function is
first called. Then, all messages for which an ALA is outstanding
are transmitted to PE,.

As an example, consider a situation-awareness application,
where the servers aggregate reports from multiple clients to up-
date a shared distributed database. When the server receives a
report, it will signal the RSerPool on PE; to return an ALA for
that message only after the distributed database has been suc-
cessfully updated with the information in that report, and the
changes have been committed. If the client does not receive the
ALA, it cannot be assured that the report was committed to the
shared database; hence, the report will be resent after the PU
fails over to PEs.

IV. QUANTIFYING RELIABLE SERVER POOLING
A. Performance Metrics

We define several performance metrics to evaluate basic
RSerPool operations.

* Number of home-hunt attempts per PE/PU per time unit:

This metric reflects the home hunt efficiency.

Percentage of successful transmissions among NSs: It

measures the synchronization ability among NSs.

* Number of switchovers per PU per time unit during an

application session: It shows the RSerPool effectiveness

in increasing the reliability of an application session.

Ratio of RSerPool messages to data messages: This is the

ratio of total the RSerPool control messages sent to the

data messages successfully received.

Latency of home hunt: It is the period from the time a

PE/PU begins to hunt for a home until it receives the first

response from one of the NSs.

* Ratio of unnecessary PE deregistrations to total PEs in the
RSerPool namespace: It measures the unnecessary dereg-
istrations of operational PEs from a pool.

B. Session Switchover Metrics

A successful switchover is defined as the establishment of a
session at the desired QoS to a PE other than the original PE of
the same pool, which may be preceded by several unsuccessful
attempts to contact different PEs within a pool.

Failed sessions, which are the ones that experience at least
one failure, can be divided into several categories:

* sustained session: one that was successfully switched over
each time it failed; it runs until completion through (mul-
tiple) switchovers within a pool;

* lost session: one that experienced an unsuccessful
switchover; this category also covers sessions that were
able to switchover a number of times before some failure
resulted in an unsuccessful switchover;
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The metrics for switchover evaluation are:

e session sustainability throughput (SST): the ratio of the
number of sustained sessions to the failed sessions;

» switchover efficiency (SE): the average number of
switchover attempts per successful switchover.

* session sustainability gain (SSG): the increase in
the system’s ability to admit and run a session until
completion.

SSG quantifies the extra overhead that switching over ex-
isting sessions will put on both the network and the RSP in-
frastructure. As a result, the number of new sessions that can be
successfully opened may be smaller than in the absence of the
RSP. Suppose that there are E currently open sessions and N,
new session attempts. (Note that a session undergoing a series
of switchovers is considered one session.) Of N,, R, sessions
are unable to be established. The total number of open sessions
in the experiment is, thus, Ty = E + N, — R,.

T, represents the number of sessions opened due to the total
external stimulus, D = E+ N, . Let F' be the number of sessions
of Ty that subsequently fail, out of which S are sustained, I are
inconclusive, and L are lost: ' = S + I + L. The values of £/
and N, will be the same for networks with and without the RSP
since they represent the external stimuli.

The values of other parameters are shown in Table II, for the
cases with (?) and without (*) the RSP. Let w; and w, be the
weights for a lost and a rejected session, respectively. Typically
w; > w,, meaning that sustaining an existing session is more
desirable than admitting a new one.

Of D sessions, let Y be the weighted percentage of those re-
jected or lost. Then, Y measures the degree of a system’s in-
ability to admit and run a session until completion

wy * F 4+ w, « RE —w; x S

Y?P = 1
| D ey
, wx Fy 4w, x R
Y'= 2
—5 @)
Y'-Yr
SSG = ———
Y’L
loss loss gain
s "~ N 7 > N~
_wpx (F(} — Ff) + w, * (Rf7 — R’;) +w; x SY 3)
N wy * Y+ w, * RY
Fi,
SSGmaX - 7(1 4
Fi+ R @

In a simplified case, where all weights are the same, SSG is
maximized for S = F} = Fiand R} = RE (4). Even when we
sustain all failed sessions, the comprehensive benefit decreases
when the system is overloaded and rejects new session requests.
As the ratio of the failed sessions to the rejected ones increases,
so does the gain, with SSGax ~ 1 when R < Fi.

SSG™ is a variation of SSG based on a session’s partial suc-
cess. It can be calculated analogous to SSG. For each set of ses-
sions, instead of using the number of sessions in the set, the
metric should use the cumulative time from a failure to the com-

TABLE 11

SWITCHOVER PARAMETERS
number of: RSP no RSP
open sessions at time zero EP=F E*'=F
original session attempts NP =N, Ng=N,
attempts rejected out of N, RP R}
failed sessions out of Ty F} F}
inconclusive sessions out of Fj 15 I5=0
sustained sessions out of Fy Sfi’ SL=0

pletion or loss. The values of Sy, Fyy, and R, in (1) and (2) are
replaced with S}, F;, and R}

e N [ () =t ()
i= Z{tm —40)

i=1

D D
Fy = "t(j)—t;(j) and Rj=> t(j) (6
j=1 j=1

if 7 is sustained
J } ®)

if 7 is lost

where session j is supposed to complete in ¢.(j) time, and ¢ ¢ ()
and t;(j) are the amounts of time to the first failure and the
loss, respectively. SSG* aggregates the relative time by which
failed sessions are prolonged. For simplicity, we consider the
case where FI* = Fi* R = RP* RY* < Fi*, and w; = w,.
When all sessions are lost at the first failure, SSG* is 0; it is 1
when all sessions are sustained.

C. Server Resource Availability

A PE may not be capable of accepting additional sessions due
to limited resources, for example, a battery life in wireless de-
vices or a central processing unit (CPU) processing power in
wired environments. Since PEs are RSP-aware, they can adver-
tise their current session capacity rather than have network mon-
itors measure the load on the PEs’ ports. This capacity is repre-
sented as a degree of readiness (DR), defined as the number of
associations that a PE is willing to sustain at a certain level of
quality. A PE may belong to different pools at varying DRs.

The PE capacity to accept different sessions is expressed
by its capability set, which is a sequence of three-tuples
(ST, SP,DRY), where ST is the server type, SP is the server
priority, and DR is the degree of readiness. For example, ad-
vertisement {(SIP, 1,1000)(HTTP,2,500)} implies that the
PE can serve as a SIP server with DRgrp = 1 000 associations,
and an HTTP server with a DRgrtp = 500 associations,
with the SIP service given priority over the HTTP service. DR
is, thus, a dynamic parameter that can change depending on
varying server characteristics.

In our simulation experiments, the DR is statistically varied
between zero and four to model the impact of limited server
resources on the overall reliability metrics.

V. NS-2 SIMULATION TESTBED

The NS-2 simulation testbed developed at the City College
of New York comprises seven functional modules, as shown in
Fig. 2. The wired/wireless scenarios definition module is a Tcl
script interface; the other six modules are written in C++. Each
module is briefly described below.
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Wired/Wireless
Scenarios Definition

ENRP | |ASAP| [MAODV/| |Simplified| |RSP-aware| | Deterministic/Statistical
Agent | |Agent| | Routing SCTP CBR APP Error Model
NS-2

Fig. 2. NS-2 simulation testbed.

» Wired/Wireless Scenarios Definition: It selects the uni-
cast/multicast routing protocols; defines the (initial) net-
work topology; and schedules events such as initializa-
tions of NSs and PEs/PUs, registration of PEs, and starting
(stopping) applications: 1) for wired networks, it defines
link bandwidth, propagation delay, link queue, and traffic
pattern and 2) for wireless mobile ad hoc networks, it de-
fines mobility pattern, wireless channel, radio-propaga-
tion model, antenna model, interface queue, traffic pattern,
and radio transmission range.

* ENRP Agent: It handles both ENRP and ASAP messages.
An ENRP agent can unicast or multicast to its peers, but
only unicast to ASAP agents. The module enables an
ENRP agent to initialize itself and begin to serve as an
NS in the server-pool namespace, acquire a peer list from
a peer, download server-pool namespace data from a
peer, handle PE registration, provide name resolution for
a pool handle, update server-pool namespace, detect and
remove unreachable PE from pool(s), and help PEs/PUs
to discover home NSs.

* ASAP Agent: An ASAP agent gets name-resolution ser-
vice from ENRP agents and provides an interface to upper-
layer applications. It supports server hunt for PEs/PUs, PE
registration, pool-handle resolution, endpoint keep-alive,
reporting unreachable PEs, PE selection, and switchover.

* MAODV Routing: Multicast ad hoc on-demand distance
vector protocol [18] is integrated into the testbed to sup-
port multicast and unicast in ad hoc networks.

* Simplified SCTP: It contains a subset of SCTP [22] closely
related with the RSP. It supports connection-oriented ses-
sions such as acknowledgment, retransmission, failure de-
tection and notification, as well as a configurable receiving
window for congestion control.

* RSP-aware CBR APP: It defines an RSP-aware constant
bit rate (CBR) application interface, where user defines
the packet size and rate.

* Deterministic/Statistical Error Model: A statistical
error model is used to simulate link-level noise-fea-
tured errors and losses. Rare but severe failures such as
cuts of links and breakdowns of servers are simulated
deterministically.

A. Experimental Setup

One set of simulation experiments are devoted to wired net-
works, which are the main focus of the IETF RSerPool WG.
The RSP plays even more important role in wireless mobile ad
hoc networks, where the connections are more unreliable; yet
many important applications with high-reliability requirements

must operate in this environment. Another set of simulation ex-
periments are, thus, designed to evaluate the performance of the
RSerPool in such networks.

For all simulations, two server pools are constructed, each
serving all PEs and half PUs. For wired networks, mesh
topology is used, since other topologies (e.g., star, bus, and
ring) are likely to include one or more single points of failure.
All nodes are evenly distributed within a two-dimensional
square plane for simplicity. All links are full-duplex with
bandwidth of 2 Mb/s, a delay of 10 ms, and a random link-error
model. An RSP-aware CBR model is currently used for all
end-to-end application sessions.

The performance of the RSerPool in wired networks is eval-
uated with respect to the following parameters: 1) statistical
link-error rate (0.01%) and 2) application traffic-density (10
pkts/s, 20 pkts/s, 40 pkts/s). To address the scalability problem
in wired networks, four sets of scenarios are defined:

e 16 nodes (1 NS, 2 PEs, 13 PUs);
¢ 36 nodes (2 NSs, 5 PEs, 29 PUs);
¢ 49 nodes (3 NSs, 7 PEs, 39 PUs);
¢ 100 nodes (6 NSs, 14 PEs, 80 PUs).
For wireless mobile networks, all nodes move based on a
random waypoint mobility pattern [5]. The performance of the
RSerPool is evaluated for:

e transmission range [m] (100, 300, 500);
 node speed range [m/s] (0-10, 0-20, 0-30);

* pause between node movements [s] (2);

e link-error rate [%] (0.2, 0.4, 0.8);

* application traffic density [pkts/s] (10, 20, 40).

To address the scalability problem, four scenarios for each
set of parameters (e.g., 300 m, 0—10 m/s, 2 s, 0.2%, 20 pkts/s),
based on different number of nodes with their roaming planes,
are defined as follows:

* 16 nodes (2 NSs, 2 PEs, 12 PUs in 800 x 800 m?);

* 36 nodes (5 NSs, 5 PEs, 26 PUs in 1200 x 1200 m?);

* 49 nodes (7 NSs, 7 PEs, 35 PUs in 1400 x 1400 m?);

* 100 nodes (14 NSs, 14 PEs, 72 PUs in 2000 x 2000 m?).

Ithas been reported [5] that, for some cases, the first 15 min of
the NS-2 experiments may be unstable for the waypoint mobility
model. Therefore, in our simulation experiments the results are
recorded after 15 min.

VI. SIMULATION RESULTS
A. Experiment Results for Wired Networks

A set of experiments for wired networks are run to evaluate
the effects of the number of nodes (Table III) and traffic density
(Table IV). The overall performance of the RSerPool for wired
networks is satisfactory.

It can be seen from Tables III and IV that the wired networks
have relatively high reliability. For example, the percentage of
successful transmission among NSs is near 90% and more than
1300 data messages are delivered for each RSerPool message
sent. In general, the performance of the RSerPool is quite re-
liable and stable when the number of nodes varies. The same
is true for application traffic density, which affects the network
performance mainly through use of buffers. A packet can be sent
out quickly in wired networks thanks to the static routing and the



170 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 22, NO. 1, JANUARY 2004

TABLE 1II
SCALABILITY EXPERIMENT RESULTS FOR WIRED NETWORKS

Parameters: Link Bandwidth (BW)=2Mb/s, Link Delay (D)=10ms, Link Error Rate (ErrR)=0.01%, Application

Traffic Density (AppD)=20pkts/sec

Number of Nodes (NumN) 16 nodes 36 nodes 49 nodes 100 nodes
Number of home-hunt attempts per PE/PU per second 0.002 0.002 0.002 0.002
Percentage of successful transmissions among NSs NA 90.77% 94.15% 95.09%
Latency of home hunt (in seconds) 0.0427 0.0482 0.0523 0.0478
Ratio of unnecessary PE de-registrations to total PEs 0:4 0:10 0:14 0:28
TABLE 1V
APPLICATION TRAFFIC DENSITY EXPERIMENT RESULTS FOR WIRED NETWORKS
Parameters: NumN=49, BW=2Mb/s, D=10ms, ErrR=0.01%
AppD 10pkts/sec  20pkts/sec 40pkts/sec
Number of home-hunt attempts per PE/PU per second 0.002 0.002 0.002
Percentage of successful transmissions among NSs 94.15% 94.15% 94.21%
Ratio of RSerPool messages to data messages 1:480 1:735 1:1039
Latency of home hunt (in seconds) 0.0523 0.0523 0.0529
Ratio of unnecessary PE de-registrations to total PEs 0:14 0:14 1:14

TABLE V
SCALABILITY EXPERIMENT RESULTS FOR WIRELESS MOBILE NETWORKS

Parameters: Transmission Range (TranR)=300m, Movement Speed Range (SpdR)=0-10m/sec, Pause between
Movements (PauM)=2sec, Link Error Rate (ErrR)=0.2%, Application-Traffic Density (AppD)=20pkts/sec

Number of Nodes (NumN) 16 nodes 36 nodes 49 nodes 100 nodes
Number of home-hunt attempts per PE/PU per second 0.070 0.267 0.228 0.139
Percentage of successful transmissions among NSs 3.04% 9.83% 17.47% 6.92%
Latency of home hunt (in seconds) 116.62 192.39 114.76 131.59
Ratio of unnecessary PE deregistrations to total PEs 0:4 2:10 4:14 9:28
SE 1.00 2.00 322 5.11
SSG [%] 20 23 19 29
SS5G™ [%] 31 38 26 31

effects of traffic densities in our simulations are rather negligible
(Table IV). When the traffic density is increased to 40 pkts/s,
though, there appears one PE unnecessarily deregistered by its
home NS.

B. Experiment Results for Wireless Mobile Networks

Our simulation experiments indicate that the overall perfor-
mance of the RSerPool in wireless mobile networks is not satis-
factory. The performance of wireless mobile networks is more
sensitive to network parameters such as the number of nodes,
movement speed, link-error rate, and application traffic density.
Of the switchover metrics defined in Section IV-B, the values
of SSG and SST are practically the same due to the fact that the
increase in the number of failed and rejected sessions caused
by the RSerPool infrastructure is minor. Therefore, only SSG,
SSG*, and SE are provided.

Table V shows that the percentage of successful transmissions
among the NSs is less than 18%, which implies that the network
partition problem is serious and the NSs can hardly synchronize
with one another. This is an important shortcoming since the re-
liability and efficiency of the RSerPool depend on the synchro-
nization ability of the NSs.

As shown in Table VI, percentage of successful transmission
among NSs increases slightly when the movement speed range
is increased from 0-10 to 0-20 m/s. However, it drops about
25% when the speed range is increased from 0-20 to 0-30 m/s.
A slightly higher speed may, thus, improve the performance, but

if it is too high, the performance degrades due to quick expira-
tion of the routing information (results in the peaks for some
metrics at 020 m/s).

From Table VII, we can see the percentage of successful
transmissions among NSs drops and home-hunt latency grows
when link-error rate increases from 0.2% to 0.8%. However,
the other metrics do not change much as the link-error rate
increases because the constant mobility is the main contrib-
utor for failures in wireless mobile networks. The effect of
application traffic density is not very significant, as shown
in Table VIII. Nevertheless, this effect needs to be further
examined, since the application traffic densities used in our
simulations are relatively moderate.

As shown in Tables V-VIII, the session sustainability benefits
of the RSerPool are significant, even when we assign the same
weight to sustaining the existing sessions and admitting new
ones. The switchovers “reclaim” up to 19%—38% of the lifetime
of the failed sessions (otherwise wasted); the percentages of the
sessions that run until completion thanks to the RSerPool are
up to 19%—-29%. The most severe drop in these metrics comes
from the low transmission range and high link-error rate. Only
modest percentage gains are achieved when the link-error rate
grows to 0.8% (Table VII). The switchover efficiency is up to
2.67-5.11, with the number of nodes having the greatest im-
pact on this metric. The efficiency metric does not scale well
(Table V), since the drop in the efficiency is linear in the number
of nodes. However, the switchover efficiency is relatively stable
for the other parameters (Tables VI-VIII).
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TABLE VI
MOVEMENT SPEED RANGE EXPERIMENT RESULTS FOR WIRELESS NETWORKS

Parameters: NumN=49, TranR=300m, PauM=2sec, ErrR=0.2%, AppD=20pkts/sec

SpdR 0-10m/sec  0-20m/sec 0-30m/sec
Number of home-hunt attempts per PE/PU per second 0.228 0.171 0.227
Percentage of successful transmissions among NSs 17.47% 21.64% 16.33%
Ratio of RSerPool messages to data messages 1:5.60 1:5.61 1:6.25
Latency of home hunt (in seconds) 114.76 127.92 124.75
Ratio of unnecessary PE deregistrations to total PEs 4:14 7:14 5:14
SE 322 2.25 231
SSG [%] 19 14 21
SSG™ [%] 26 23 29

TABLE VII
LINK ERROR RATE EXPERIMENT RESULTS FOR WIRELESS NETWORKS

Parameters: NumN=49, TranR=300m, SpdR=0-10m/sec, PauM=2 sec, AppD=20pkts/sec
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ErrR 0.2% 0.4% 0.8%
Number of home-hunt attempts per PE/PU per second | 0.228 0.217 0.209
Percentage of successful transmissions among NSs 17.47% 10.83% 8.12%
Ratio of RSerPool messages to data messages 1:6.22 1:4.22 1:4.37
Latency of home hunt (in seconds) 114.76 122.80 155.97
Ratio of unnecessary PE de-registrations to total PEs 4:14 4:14 4:14
SE 3.22 2.37 2.50
SSG [%] 19 12 11
SSG" [%] 26 21 19
TABLE VIII

APPLICATION TRAFFIC DENSITY EXPERIMENT RESULTS FOR WIRELESS NETWORKS

Parameters: NumN=49, TranR=300m, SpdR=0-10m/sec, PauM=2 sec, ErrR=0.2%

AppD 10 pkts/sec 20 pkts/sec 40 pkts/sec
Number of home-hunt attempts per PE/PU per second 0.201 0.228 0.234
Percentage of successful transmissions among NSs 18.13% 17.47% 15.48%
Ratio of RSerPool messages to data messages 1:2.74 1:6.22 1:6.99
Latency of home hunt (in seconds) 126.27 114.76 123.28
Ratio of unnecessary PE de-registrations to total PEs 2:14 4:14 5:14
SE 2.99 3.22 2.96
SSG [%] 17 19 16
SSG™ [%] 30 26 22

We also collected data for the impact of the transmission
range on the RSerPool (not shown due to page limitations). The
performance suffers if the range is too small or too large. These
observations are confirmed by a study [4] of transmission-range
effects on MAODYV, where too large a range limits the effective
bandwidth of neighbors (due to more congestion and interfer-
ence, and higher energy consumption).

C. Performance Comparison of Wired and Wireless Networks

Our simulation results show that the performance of the
RSerPool is quite different for the wired and wireless mobile
networks. Fig. 3(a) illustrates that the number of home-hunt
attempts per PE/PU per second is much higher in wireless
mobile networks than in wired networks. The percentage of
successful transmissions among NSs is about 90% for wired
networks, but only between 3% and 18% for wireless mobile
networks [Fig. 3(b)].

As shown by Fig. 3(c), the overhead of the RSerPool in
wireless mobile networks is much higher than in wired net-
works. In the former, the number of data packets successfully
delivered is less than six for each RSerPool packet sent.
Among the RSerPool packets, about 50% are SERVER_HUNT

packets and about 25% are ENDPOINT_KEEP_ALIVE and END-
POINT_UNREACHABLE packets.

Note that ASAP has a mechanism that doubles the timer
length each time a SERVER_HUNT message is not acknowledged,
which aims at limiting the number of SERVER_HUNT messages
sent. One may, thus, expect only modest overhead caused by
home-hunt procedures. However, these procedures are initiated
each time a PU/PE needs to access its home NS. Due to highly
dynamic nature of mobile ad hoc networks, a PU/PE hunts for
home with a high frequency, offsetting the benefit of the ASAP
mechanism.

As shown in Tables V-VIII, another problem in wireless mo-
bile networks is that a high percentage of PEs are unnecessarily
deregistered by their home NSs. A PE will be deregistered by
its home NS if it is found unreachable, or if it is reported un-
reachable by PUs more times than a given threshold. A PE or
its home NS can move out of the transmission range of other
nodes for a period that is long enough to trigger the unnecessary
deregistration. In wired networks, on the other hand, the com-
munications failures mainly come from the link errors, whose
rate is generally very small and rarely causes unnecessary PE
deregistrations.
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Fig. 3. Performance comparison of wired and wireless networks.

While the poor performance of the RSerPool in wireless net-
works may come as a surprise, it should be noted that the ex-
periments were run for a highly mobile infrastructure, with all
nodes constantly moving in an ad hoc environment. The results
confirm that a special design is needed if the RSP is to operate
satisfactorily in highly stressed networks (used for disaster and
military applications).

VII. DESIGN FOR WIRELESS MOBILE ENVIRONMENTS

Two of the main deficiencies of the RSerPool in wireless
mobile networks are the inaccuracy of the PE failure-detection
mechanism and the high frequency of the name-server-hunt pro-
cedure. As concluded in Section VI-C, the first deficiency re-
sults in unnecessary PE deregistrations, which makes these PEs
unavailable as servers and causes the NSs to exchange false PE
information. The second one increases the signaling overhead
and keeps a large number of PEs/PUs without an operational
home NS. To overcome these problems, we introduce alterna-
tive mechanisms and present their evaluation.

A. Efficient Switchover Mechanism

To reduce the unnecessary PE deregistrations, we introduce
a new switchover mechanism where each PE periodically sends
a heartbeat message (ENDPOINT_HEARTBEAT) to its home NS.
If an NS does not receive more than a predetermined number
of heartbeats, it sets the PE status to UNAVAILABLE. (It resets
the PE status to AVAILABLE after receiving a heartbeat.) When
an NS receives an ENDPOINT_UNREACHABLE report for a PE, it

NS2
(PE2's home)

(a) PE keep alive.

(6)  Ns2

(PE2's home)
purm & ®)
NS1

(b) PE heartbeats

Fig. 4. Reducing false PE deregistrations.

multicasts a query to other NSs about this PE’s status. Only if
the PE is UNAVAILABLE, is it deregistered from the pool. In either
case, PU switches over to a new PE. As opposed to the original
RSerPool mechanism (Section III), no ENDPOINT_KEEP_ALIVE
and ENDPOINT_KEEP_ALIVE_ACK are exchanged between an NS
and a PE that is reported as unreachable.

To illustrate this new switchover mechanism, consider
Fig. 4(a), where the original RSerPool mechanism is shown:

1) PU; detects PE, unreachable;

2) PUj reports the problem to its home N.S; through END-
POINT_UNREACHABLE message;

3) PU; switches over to PEq;

4) NS; sends ENDPOINT_KEEP_ALIVE message to PE,, to
which it receives no response;

5) NS; sends PEER_NAME_UPDATE to all other NSs;

6) PE> moves back in range, but it is falsely deregistered
from the pool.

This false deregistration of PEs can be avoided by the new

switchover mechanism shown in Fig. 4(b):

1) NSo misses less than three consecutive ENDPOINT_
HEARTBEAT messages from PEs and keeps PE, status as
AVAILABLE;

2) PU; detects PE5 unreachable;

3) PUj reports the problem to its home NS; through END-
POINT_UNREACHABLE message;

4) PU; switches over to PEq;

5) NS; multicast a query to other NSs, including NS», for
PE, status;

6) NS, receives PEs status as AVAILABLE, after which it
does not deregister PEs;

7) PEs moves back in range, and it continues to be registered
in the pool.

To evaluate the effectiveness of the new approach, a subset

of experiments from Tables V and VI are run. It is found
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TABLE IX
PE KEEP ALIVE VERSUS PE HEARTBEATS. FD IS THE NUMBER OF FALSE PE DEREGISTRATIONS
Parameters: PE keep alive scheme PE heartbeat scheme Overhead
one PE heartbeat PE ENDPOINT_KEEP_ALIVE ENDPOINT_HEARTBEAT increase [%]
per 30 seconds reg’s | sent ack’ed FD sent FD
Table V, 36 nodes 10 236 165 2 300 0 -25
Table V, 49 nodes 14 142 91 4 420 1 82
Table V, 100 nodes 28 291 104 9 834 3 111
Table VI, 20 m/sec 14 204 116 7 420 0 31
TABLE X
ADVERTISEMENTS VERSUS HOME HUNT. A/ IS THE NS ADVERTISEMENT INTERVAL [s]
Parameters: SERVER_HUNT SERVER_ANNOUNCE Overhead
as in Table V Al sent ack’ed  hops sent ack’ed  hops | reduction [%]
original scheme 40,890 260 42755 - - - -
new scheme 30 | 21,493 71 21,559 | 463 - 11,793 21.99
new scheme 20 | 20,238 56 20,421 | 692 - 13,893 19.74
new scheme 10 | 19,362 40 19,436 | 1375 - 18,157 12.07

that, thanks to the new switchover mechanism, the number
of unnecessary PE deregistrations is reduced by 66%—100%
(Table IX). The new mechanism introduces extra overhead as
the number of new ENDPOINT_HEARTBEAT messages (at the rate
of one heartbeat per 30 s) is typically higher than the number of
ENDPOINT_KEEP_ALIVE messages and their acknowledgments
in the original mechanism. However, this additional overhead
does not significantly increase the network load because very
small messages can be used for beaconing.

B. Finding Home NS: Advertisements Versus Home Hunt

As described in Section III, a PE or PU uses a name server
to resolve names to transport addresses. At its startup time, or
whenever its current home NS is not providing services, a PE
or PU will attempt to find a new home server by either mul-
ticasting or sending a point-to-point SERVER_HUNT message to
one or more NSs in the operation scope. However, in a dynamic
mobile network, a PE/PU can move in and out of a range of
an NS dynamically. This would require significant number of
home-server hunts; depending on the number of nodes that are
moving, the number of server-hunt multicast messages will in-
crease. This conclusion is supported by our simulation results,
which show that SERVER_ HUNT messages account for 50% of
all RSerPool signaling overhead in highly mobile wireless net-
works (Section VI-C).

Let us consider an alternative mechanism that could reduce
overhead and increase the efficiency of home hunt by making
the NSs advertise their presence within an operation scope by a
SERVER_ ANNOUNCE message. A PE/PU moving into a new op-
eration scope could then attach to a particular NS and does not
have to go through home-hunt procedures when it loses con-
nectivity with its previous home server. This method is more
efficient since SERVER_ANNOUNCE messages can be intended
for use by multiple nodes to select their home server. For each
periodic SERVER_ ANNOUNCE message, n nodes moving into a
new operation scope during that time interval would select their
home servers. This would avoid n SERVER_HUNT messages that
are multicast to a number of potential home servers.

To evaluate the NS advertisement scheme, the experiment
shown in Table V is run for the case of 100 nodes. The PE
heartbeat mechanism described in Section VII-A is turned
off. As shown in Table X, despite the fact that the cost of
a SERVER_ANNOUNCE message (multicast to 86 PEs/PUs) is
higher than that of a SERVER_HUNT message (multicast to 14
NSs), the overhead reduction ranges from 22% to 28%.

Without the NS advertisement scheme, only 0.65% of
SERVER_ HUNT messages result in finding a new home (40 890
sent, 260 acknowledged). This very low efficiency of home
hunting is mainly due to the constant movement of all nodes,
which makes it difficult to efficiently set up connections
between the endpoints. Consider the case where the NS adver-
tisement interval is 30 s. The ~22% reduction in the number of
HOME_HUNT messages implies that the probability of finding a
home NS at each attempt is increased in the NS advertisement
scheme, as explained below.

Let R be the reduction in the number of HOME_HUNT mes-
sages in the NS advertisement scheme. Then, for each PE/PU,
for each attempt at finding a home NS, consider the probabili-
ties of finding this NS through the following message:

e SERVER_HUNT: Pgg = NHHR/NNN, where Nggr and
Nyg are the numbers of HOME_HUNT_RESPONSE and
HOME_HUNT messages, respectively;

* SERVER_ANNOUNCE in the NS advertisement scheme:
Py = R/Nun;

* SERVER_HUNT or SERVER_ANNOUNCE: Papyy = Pa+(1—
Py) * Pup.

From Table X, we obtain Pgy|[%] = 260/40 890 = 0.64
in the original scheme, Puu[%] = 71/21 493 = 0.33 in the
new scheme, R = 40 890 — 21 493 = 19 397, and Ps[%] =
19 397/40 890 = 47.44. Finally, Pagn[%] = 47.44 + (100 —
47.44)%0.0033 = 47.61. In other words, in the original scheme,
the probability of finding a home NS for a given PE/PU is 0.64%
for a single home-hunt attempt (the overall probability increases
as the PE/PU attempts several home hunts). In the new NS ad-
vertisement scheme, the probability that a PE/PU finds home
at first attempt is increased to 47.61%, which makes the entire
procedure significantly more efficient.
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VIII. CONCLUSION AND FUTURE WORK

The reliable server pooling (RSP) is a service-overlay frame-
work to provide persistent connections and balanced traffic for
different applications. The IETF RSerPool WG has proposed a
light-weight architecture to implement the RSP.

In this paper, the performance of the RSerPool is evaluated
for wired and wireless mobile ad hoc networks. The simula-
tion results show that the current version of the RSerPool works
well in fixed and relatively reliable environments, but its per-
formance worsens rapidly as the networks become more unre-
liable or mobile. The issues we identified in wireless mobile
ad hoc networks include network partition, high signaling over-
head, difficulty in synchronization among name servers, and ex-
cessive aggressiveness in handling failures.

To overcome the inaccuracy of the PE failure detection mech-
anism and the high frequency of the name-server-hunt proce-
dure, we introduce alternative mechanisms and present their nu-
merical evaluation. In particular, a new switchover mechanism
based on PE-heartbeat and a new scheme for finding a home NS,
where NSs advertise their presence, are studied. We observe sig-
nificant improvements in overhead reduction and the efficiency
of home-hunt procedures.

Further research will investigate different server-selection al-
gorithms [10] and the mobility models [5], which are likely to
impact the performance metrics. The RSP will be studied for
specific applications such as disaster recovery and combat field
communications, where the mobility patterns follow a group
mobility model rather than the random waypoint one.

Perfect synchronization among NSs in a dynamic mobile net-
work cannot be achieved as nodes move in and out of range dy-
namically. In addition, the overhead of synchronization would
be a detriment in such networks. We, thus, plan to study the RSP
that uses local server-namespaces.
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